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ABSTRACT

For permanent faults (PF) in the power communication network (PCN), such as link interruptions, the time-
sensitive networking (TSN) relied on by PCN, typically employs spatial redundancy fault-tolerance methods to
keep service stability and reliability, which often limits TSN scheduling performance in fault-free ideal states. So
this paper proposes a graph attention residual network-based routing and fault-tolerant scheduling mechanism
(GRES) for data flow in PCN, which specifically includes a communication system architecture for integrated
terminals based on a cyclic queuing and forwarding (CQF) model and fault recovery method, which reduces the
impact of faults by simplified scheduling configurations of CQF and fault-tolerance of prioritizing the rerouting of
faulty time-sensitive (TS) flows; considering that PF leading to changes in network topology is more appropriately
solved by doing routing and time slot injection decisions hop-by-hop, and that reasonable network load can reduce
the damage caused by PF and reserve resources for the rerouting of faulty TS flows, an optimization model for
joint routing and scheduling is constructed with scheduling success rate as the objective, and with traffic latency
and network load as constraints; to catch changes in TSN topology and traffic load, a D3QN algorithm based on a
multi-head graph attention residual network (MGAR) is designed to solve the problem model, where the MGAR
based encoder reconstructs the TSN status into feature embedding vectors, and a dueling network decoder performs
decoding tasks on the reconstructed feature embedding vectors. Simulation results show that GRFS outperforms
heuristic fault-tolerance algorithms and other benchmark schemes by approximately 10% in routing and scheduling
success rate in ideal states and 5% in rerouting and rescheduling success rate in fault states.
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1 Introduction

With the continuous development of smart grid technology, the role of the power communication
network in the power system is becoming increasingly prominent. In this context, the distribution
areas of the power communication network collect data, monitor, and control operations through
intelligent integrated terminals, achieving communication and data exchange with the master station

Copyright © 2024 The Authors. Published by Tech Science Press.
@ @ This work is licensed under a Creative Commons Attribution 4.0 International License, which permits
unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.


https://www.techscience.com/journal/CMC
https://www.techscience.com/
http://dx.doi.org/10.32604/cmc.2024.055802
https://www.techscience.com/doi/10.32604/cmc.2024.055802
mailto:xsqiu@bupt.edu.cn

1642 CMC, 2024, vol.81, no.1

system. Intelligent integrated terminals, installed in low-voltage distribution areas, are responsible
for high real-time and high-reliability functions such as data collection, equipment monitoring, and
control operations, providing strong support for the stable operation of the power system. As the
volume of data transmission in the power system continues to increase, the real-time and reliable
communication between integrated terminals increasingly relies on the low latency and high jitter
resistance communication services provided by the Time-Sensitive Networking (TSN) based on global
clock synchronization, Time-Aware Shaper (TAS), and Cyclic Queuing and Forwarding (CQF) [1].
However, in practical situations, TSN may not be able to ensure the sustainability of communication
services due to equipment failures, link interruptions, etc., leading to serious negative impacts on
the power data communication network due to prolonged data loss for time-sensitive integrated
terminal communication. Therefore, to ensure the stability and reliability of the communication
services provided by TSN for integrated terminals, the routing scheduling mechanism needs to have
fault-tolerance ability (The main abbreviations of terminology are detailed in Table 1).

Table 1: Main abbreviations

Abbreviation Terminology Abbreviation  Terminology
CQF Cyclic Queuing and Forwarding HDSR Heuristic-based Dynamic
Scheduling and Routing
Algorithm
D3QN Dueling Double Deep MGAR Multi-head Graph Attention
Q-Network Residual Networks
DRL Deep Reinforcement Learning MGB Multi-head Graph Attention
Networks-Based Block
DNN Deep Neural Networks PF Permanent Faults
DRLS Deep Reinforcement Learning PCN Power Communication Network
Aided No-Wait Scheduler
DIGS Scheduler Based on DRL with PER-MD3QN MGAR based D3QN with
Integrated GCN prioritized Experience Replay
Algorithm
GCL Gate Control List TSN Time-sensitive Networking
GCN Graph Convolutional Networks  TAS Time-Aware Shaper
GAT Graph Attention Networks TS Time-sensitive
GREFS Graph Attention Residual THRR TSN Subgraph-based Heuristic
Network-based Routing and Rerouting and Rescheduling
Fault-tolerant Scheduling Algorithm
Mechanism

The fault-tolerant routing and scheduling mechanism of TSN, when facing permanent faults (PF)
such as node failures and link interruptions, mainly provides protection through two methods: (i)
Path Protection: Space redundancy is used to allocate two non-intersecting paths for each connection,
i.e., the primary path and the backup path. (ii) Link Protection: Finding alternative links during the
fault to take over the rerouted traffic [2], i.e., a rapid rerouting fault recovery fault-tolerance method.
Regarding path protection, the scheduling mechanism usually implements space-redundant multi-path
transmission of multiple data replicas using heuristic algorithms, Integer Linear Programming (ILP),
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and Satisfiability Modulo Theories (SMT) [3—7]. And the methods may be applied in combination in
path protection to improve efficiency, such as heuristic algorithms and ILP [&]. Besides path protection
often needs to work together with the IEEE 802.1CB mechanism for frame replication and elimination
[9,10]. But path protection requires lots of time to pre-calculate candidate paths to build its redundant
path set and occupies multiple network resources, resulting in low effective utilization and affecting the
upper limit of normal scheduling performance [11]. Even by pre-calculating and storing to minimize
response time, the methods of path protection have to occupy network resources multiply and are
still essentially static, only fault-tolerant for small-scale closed networks with known, pre-calculated
redundant paths for expected permanent faults [12]. Moreover, in the complex and dynamic TSN, there
is a situation where link failures occur on all limited redundant transmission paths [2]. So in the online
scenario that requires incremental scheduling, TSN usually provides link protection for rerouting and
scheduling of traffic related to faulty node links as a trade-off between fault-tolerance and scheduling
performance [13-15]. However, using methods such as ILP and SMT to recover the transmission of
many TS flows still requires a long response time. To alleviate this issue, methods such as topology
pruning [16] and limiting the number of candidate paths [17] are commonly adopted for time cost
optimization, but they fail to fully utilize routing information to optimize fault-tolerance, neglecting
feasible solutions to flows in fault.

Therefore, the static redundant path fault tolerance method of path protection has problems such
as long computation time, low effective utilization of resources, and limited fault tolerance capability
for multi-point faults, while the link protection fault-tolerance method of rerouting scheduling has
the problem of long response time when the scale of TS traffic is large. Deep Reinforcement Learning
(DRL), which can interact and learn from complex environments without too much simplification,
provides a new approach for rapid response to the highly dynamic TSN and has achieved good
scheduling performance in fault-free ideal states [18]. So DRL could respond quickly to the feasible
fault recovery solution without reducing the scale of the problem.

But facing the network data with the graph structure, especially in the case of topology changes
caused by node-link failures, the scheduling mechanism implemented by Deep Neural Networks
(DNN) [19] or Graph Convolutional Networks (GCN) [20] still has certain shortcomings. GCN
has an over-smoothing issue where node features tend to homogenize with network depth, and
indiscriminately aggregate node features, which can lead to the influence of anomalous node link
features on the effectiveness of decision-making. But Graph Attention Networks (GAT) can adjust
inter-node data weights based on traffic transmission task requirements and selectively fuse weighted
data and GAT proximal policy optimization algorithm [21] achieves better scheduling performance
than GCN-DRL. Besides, GAT have been utilized as the centralized critic in the actor-critic algorithm,
assisting in addressing the distributed scheduling issues in the integration of 5G with TSN [22].

However, GAT face the over-smoothing issue also. And the DRLs with GAT used in TSN above
[21,22], do not consider improvement for fault-tolerance, such as the combination of routing and
scheduling that finds more feasible solutions in multipath, and load balancing that controls the loss
caused by link fault and reserves resources for rerouting and rescheduling.

In addition, most TS flow scheduling mechanisms with fault-tolerance capabilities consider TSN
based on TAS. TAS can achieve wait-free packet scheduling, but the bandwidth utilization rate is
low, and the allocation of time slots for each packet requires complex computation and configuration
of the Gate Control List (GCL) [23]. Therefore, the algorithm for rerouting and scheduling faulty TS
flows based on the TAS model obviously requires a longer response time, and there are fewer solutions
that can meet the requirements without changing the GCL of other TS flows. Although CQF has a
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larger jitter, it simplifies the configuration of the GCL compared to TAS and can use a lightweight
heuristic algorithm to schedule the injection time slots of TS flows [24,25]. CQF can achieve better
resource utilization and load balancing effects on the transmission path, thus having better application
prospects in reducing the impact of faults and increasing the number of reroutable TS flows.

To address the issues, this paper studies the fault-tolerant scheduling problem of TS flows in
TSN and proposes a graph attention residual network-based routing and fault-tolerant scheduling
mechanism for data flow in the power communication network distribution area (GRFS), with specific
contributions as follows:

1) A communication system architecture for integrated terminals based on CQF and fault recovery
method is designed. This architecture reduces the complexity of the routing scheduling algorithm and
the impact of permanent faults on the solution by using CQF with simple scheduling configuration and
adopts a fault recovery method that prioritizes the rerouting of faulty traftfic. CQF and fault recovery
used in the architecture improve the upper limit of system performance under ideal states and avoid
frequent expansion and change of TSN as the power data communication network develops.

2) An optimization model for the joint routing and scheduling problem is established. The model
aims for a higher scheduling success rate, with traffic latency and network load as constraints. The
model finds more feasible solutions in the network with topological changes by gradually specifying
the routing and injection time slot range and reduces the faulty TS flows caused by PF by controlling
the network load instead of mandatory resource reservation, thereby increasing the upper limit of
the ideal state scheduling success rate and objectively reserving resources for the rerouting of faulty
TS flows.

3) A multi-head graph attention residual network (MGAR) based Dueling Double Deep Q-
Network (D3QN) with prioritized experience replay algorithm (PER-MD3QN) is constructed. PER-
D3QN uses the MGAR encoder to reconstruct the TSN state, traffic features to obtain feature
embedding vectors, and the dueling network decoder to decode the feature embedding vectors into
decisions. So, PER-MD3QN flexibly adjusts the weights through the attention mechanism of MGAR,
selects the relatively key information from the characteristics of the current task in the various input
TSN and traffic, and finds routes with legal injection time slots for the TS flow.

The rest of this paper is organized as follows. Section 2 introduces the related works. Section 3
introduces the communication system architecture for integrated terminals based on CQF and fault
recovery methods. Section 4 introduces the optimization model for joint routing and scheduling
designed for the TSN scenario with node-link failures, aiming to maximize the scheduling success
rate of TS flows. In Section 5, the design of the D3QN algorithm based on MGAR to reconstruct the
TSN state and traffic features, and then decoded by a multi-layer perceptron, is detailed. Section 6
provides simulation and result analysis. Finally, conclusions are drawn in Section 7.

2 Related Works

The challenges to the reliability and sustainability of TSN networks can be broadly categorized
into two types: temporary faults and permanent faults. Temporary faults, primarily caused by bit
flips, result in data frame errors, which are typically addressed through time redundancy by sending
multiple copies of the same data over the same link [26]. However, given the heightened sensitivity
of power communication networks to scenarios involving permanent node or link failures, this
paper primarily focuses on permanent fault issues. In response to permanent node or link failures,
Balasubramanian et al. [2] employed a TSN controller based on federated learning, considering
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multiple paths with the lowest joint failure probability to provide protection, thereby minimizing the
risk of tolerance failure due to multi-point faults. Pahlevan et al. [3] based on heuristic algorithms
and proposed a fault-tolerant list scheduler for time-triggered communication in TSN. Syed et al. [4]
developed a fault-tolerant dynamic scheduling and routing approach. Dobrin et al. [5] explored fault-
tolerant scheduling in time slot sensitive networks, providing insights for the security and dependability
of critical embedded systems. Zhou et al. [0] presented a reliability-aware scheduling and routing
strategy for TSN networks, increasing the network’s fault-tolerance. Zhou et al. [7] proposed an
ASIL-decomposition-based approach for routing and scheduling in safety-critical TSN networks,
addressing the challenges of high-integrity applications. Chen et al. [§] used ILP and introduced a meta-
heuristic-based method for multipath joint routing and scheduling of time-triggered traffic in TSN
for IIoT applications. Atallah et al. [9] investigated routing and scheduling for time-triggered traffic in
TSN, advancing the understanding of industrial network communication. Chen et al. [10] suggested
a heuristic-based dynamic scheduling and routing method for industrial TSN networks, aiming to
enhance network efficiency. Feng et al. [11] proposed a method that combines temporal redundancy
protection across multiple disjoint paths with online rerouting and scheduling for link protection,
supplementing failed paths caused by permanent faults. However, the method in [11] inevitably
requires more resources than static redundancy paths. As the rapidly evolving power communication
networks face escalating communication demands among converged terminals, spatially redundant
path protection methods as mentioned may necessitate frequent expansion and adjustment due to
resource redundancy limitations.

Recognizing the negative impact of static spatial redundancy on scheduling performance,
Kong et al. [13] introduced a dynamic redundancy approach for rerouting failed TS flows, leveraging
SDN architecture and ILP solvers. This method boasts lower bandwidth redundancy requirements and
effective protection against multi-point faults. Nandha Kumar et al. [14] utilized heuristic algorithms
to identify the minimal connected subgraph for isolating problem areas, minimizing the solution time
for traffic rerouting in the affected network segments. Bush [27] pointed out that preconfiguring or
storing scheduling for every possible network fault in resource-constrained and dynamically changing
TSN is infeasible, introducing the concept of processing-storage trade-off through scheduling seeds
and utilizing SMT to solve polymorphic reconfiguration scheduling under resource constraints.
Nevertheless, methods based on ILP, SMT, and heuristic algorithms experience increased average
computation time as network and traffic scales grow. Although seamless redundancy may not always
be necessary for industrial communication networks, acceptable recovery times for applications are
within milliseconds and must not exceed the grace period, i.e., the time the application can operate
without communication [28]. Thus, addressing issues such as excessive resource consumption for path
protection and long computation times for existing link protection solutions, this paper adopts DRL,
capable of interacting with the environment, adapting to network changes, and solving problems
rapidly, to implement link protection.

To swiftly respond to highly dynamic network states, Yang et al. [18,19] employed DRL-based
TS flow scheduling methods but overlook routing-induced bottlenecks. Zhong et al. [29] proposed
a joint routing and scheduling approach using DRL to assign routes and transmission slots hop-
by-hop for traffic flows, offering faster correction of transmission paths during network failures.
Similarly, Yu et al. [30] realized online joint routing and scheduling in deterministic networks through
DRL algorithms and sub-actions for hop-by-hop routing and scheduling. However, DNN used in
these DRL frameworks does not directly consider the neighborhood relationships of node links and
the spatial propagation and mutual influence of traffic, resulting in deficiencies when processing
graph-structured data. Due to GCN’s superior representation capability for graph information [31],
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Yang et al. [20] presented a solution combining DRL and GCN, achieving better performance than
DRL algorithms using DNN as function approximators. While effectively enhancing DRL’s ability to
handle high-dimensional graph-structured data, GCN’s training process relies on eigendecomposition
of the Laplacian matrix [32]. Changes in network topology leading to alterations in the corresponding
Laplacian matrix can compromise GCN-based model performance [33]. Conversely, if the network
topology remains unchanged, features of abnormal node links are indiscriminately aggregated into
the features. Therefore, GAT, which is also suitable for graph-structured data and can adaptively
adjust information weights according to task requirements, is more suitable for ensuring the overall
performance of the scheduling mechanism under abnormal conditions [34]. Ideally, given the varying
destination nodes of different flows and the differing paths that satisfy delay and queue capacity
constraints from the current node to the destination, the contributions of surrounding nodes to
decision-making also differ. GAT can better perceive the importance and relevance of information
from different neighbor nodes. By integrating a residual network structure that mitigates over-
smoothing, the Graph Attention Residual Network is better equipped for scenarios involving TSN
topology changes and traffic anomalies due to faults. This approach ensures a more nuanced and
task-specific representation of node features, enhancing the network’s responsiveness and reliability in
dynamic traffic conditions. Consequently, this paper adopts an improved DRL algorithm that captures
network state changes and extracts features into a multi-head graph attention residual network to
provide reliable solutions for TS flows. Additionally, to accommodate fault tolerance, the scheduling
strategy should enhance scheduling success rates while maintaining network load balance, thereby
controlling resource utilization at reasonable levels across nodes, mitigating losses from individual
link or node failures, and increasing schedulable traffic capacity.

Unlike TAS, which requires the configuration of GCL, CQF assumes that the packet transmission
and reception cycles must be identical on two adjacent switches; packets received in one cycle must
be transmitted in the next cycle by the switch; and the two transmission queues alternately perform
queue reception and transmission in each cycle. Therefore, the traffic transmitted in a CQF-based
TSN may experience a jitter of up to two cycles in the worst case, but the upper bound of TS flow
delay can be determined based on the number of routing hops and transmission cycles, simplifying
the complexity of solving the joint routing and scheduling problem for TS flows with different delay
requirements. Moreover, to address the issue of uneven load distribution across different time slots
caused by TS flows with different periods transmitting on the same link, Yan et al. [22] increased
the number of schedulable TS flows by utilizing the uneven load in different time slots through
modifying the injection slot offsets of T'S flows on a given route using a lightweight heuristic algorithm.
Quan et al. [23] achieved online scheduling based on the above work. Cheng et al. [35-37] employed
DRL algorithms to quickly solve the injection slot offsets on specified routes for TS flows in scenarios
such as traffic bursts. Wang et al. [38] combined the DRL-based injection slot scheduling method
in wired TSNs with 5G networks, expanding the application scenarios of CQF-based TSNs. While
Cheng et al. [35-38] all used DRL algorithms to solve the injection slot problem in CQF, they did not
consider optimizing routing factors. Therefore, the proposed GRFS in this paper is designed based on
CQF, taking into account both routing planning and the scheduling of injection slot offsets. Without
reducing the problem size by limiting the selectable paths, GRFS employs DRL algorithms to solve
the fault recovery results, thereby better utilizing network bandwidth resources and providing a larger
solution space for fault tolerance design.
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3 System Architecture

This section presents the communication system architecture of the integrated terminal based
on CQF and fault recovery method, as shown in Fig. 1. The scheduling mechanism of this paper is
designed based on SDN, including a system architecture that comprises the transport layer, control
layer, and application layer, as detailed below:

1) Transport Layer: The transport layer is composed of network elements such as switches, full-
duplex physical links, and various integrated terminals. At the transport layer, integrated terminals
continuously communicate, generating TS flows for different services such as control, monitoring, and
measurement. TSN switches will collect data on the state of network resources at a specified frequency
during each transmission period and forward it to the control layer and report the working condition
of their own nodes and link detection at the end of the transmission period. The transmission requests
generated by the terminals are uploaded to the centralized user configurator (CUC) of the SDN
controller, where CUC analyzes the user transmission requests and transfers them to the centralized
network configurator (CNC) for processing and issuance.

2) Control Layer: The CNC can be functionally abstracted into modules such as the monitoring
module, analysis module, decision module, and scheduling module, with specific functions as follows:

Monitoring Module (MM): Node and link monitoring, which monitors and receives network
status information uploaded by the transport layer switches at a certain frequency through the
southbound interface, records traffic analysis to display links with traffic loss and nodes that fail to
report information in time.

Analysis Module (AM): Receives and records user transmission requests from CUC and network
status information provided by MM. AM determines the order in which the decision module processes
the traffic based on attributes such as abnormal traffic, arrival time, business priority, and traffic cycle
size. In case of abnormal situations, AM notifies the scheduling module to release resources occupied
by the relevant traffic and prioritizes processing of the relevant traffic.

Decision Module (DM): Receives the transmission tasks and TSN status provided by the AM,
constructs an optimization model for joint routing and scheduling, and solves for routes with legal
injection time slots for the traffic through the PER-MD3QN algorithm on a hop-by-hop basis, passing
the results to the scheduling module. Thereafter, DM collects relevant experiences and saves them in the
prioritized experience replay pool, and trains and updates the PER-MD3QN network with experiences
taken from the pool at a certain frequency.

Scheduling Module (SM): Receives and executes operations to release resources occupied by
traffic from the AM. SM checks the decisions given by DM to see if they meet related constraints
such as traffic latency and network resources. Among the legal decisions, SM finds the injection time
slots that minimize the maximum load and finally modifies the flow table to make the joint routing
and scheduling operations effective.
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Figure 1: System architecture

4 System Model
4.1 Network Model

As depicted in Fig. 1, the overall network topology of the transport layer is represented as
G ={V, E}.Here, V = {v,|a € [1, |V]]} denotes the set of switch nodes corresponding to the topology,
where the operation | - | indicates the total number of elements in the set -; £ = {e,|a € [1, N]}
represents the set of physical links, with e,.sv, e,.ev denoting the source and destination nodes of
the link, respectively. To better utilize graph-structured data to represent network resources and
the characteristics of TS flows, and because TS flows are primarily transmitted over links and
occupy corresponding resources, the network topology G is reconstructed into G = {V',E'}. In
this reconstruction, the new nodes V' = {v,|v, = e,} represent the original N links E, and the new
links £’ = {e,,/, |e..ev == eb.sv} represent the topological relationship of predecessor links pointing to
successor links. Additionally, the adjacency matrix of the network topology is denoted by A = Ry,x.
When A, , = 1, it indicates e, y € E’, and when A, , = 0, it indicates e, , ¢ E’. The SDN controller
updates the adjacency matrix A based on the real-time network status.

Suppose the number of transmission tasks is FL; this paper abstracts the i — th transmission
tasks as flow,, represented by the tuple flow; = {tf, src;, dst,, pr,, d,prd,, ¢, ¢, anm,-}. The number
of flows successfully transmitted until time slot ¢ is sf,. The set of all transmission tasks is F =
{flow, | i € [1,FL]}. Here, ¢, src, dst; represent the transmission time slot, source node, and
destination node identifiers for flow,, respectively. pr,, d,, prd, ¢, ¢, anm, denote the priority,
maximum latency, sending period, planned transmission path, legal injection time slot range, and
fault status of flow,, respectively. Time slot, when flow; is scheduled on ¢;, is at least t = ¢, + |¢,.
Traffic is divided into different priority levels pr, based on the type of service, with the total number
of types being p, the higher the pr,, the higher the priority. The scheduling mechanism prioritizes the
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processing of fault-related traffic for multiple transmission requests uploaded at the same time slot,
strictly scheduling according to the priority level.

To unify the different transmission periods of TS flows, the hyper-period T is equal to the least
common multiple of the periods of all TS flows, as shown in Eq. (1), where the operation Icm (-)
indicates the least common multiple of elements in the set -. The hardware scheduling time slot sl
for the CQF queue flip must meet the condition as shown in Eq. (2) to ensure that data sent by each
flow at different periods can be processed, where the operation ged (+) indicates the greatest common
divisor of elements in the set.

T =lem (prd,), i € [1, FL] (1)
max (sl) = ged (prd,), i € [1, FL]
prd,%sl == 0, i € [1, FL] 2)
T%sl == 0

Assuming a uniform transmission rate s for all links and a maximum transmission unit (MTU)
for data frame length, to prevent congestion, a maximum value £ for the total data frames that a port
can send must be set, as shown in Eq. (3). Here, d,,,, and d,,,. are the propagation and synchronization
delays, respectively.

£ = | (S = dyop — diync) * s/MTU | (3)

The capacity of the link sending queue at time slot 7 is represented as ¢/. The queue resource
utilization of the link a over an entire hyper-period T starting from time slot ¢ for T/sl slots is
represented as u¢, and the overall network resource utilization is uf/, as shown in Eqgs. (4) and (5).
A high-load threshold thd is set, and when the link resource utilization ¢ > thd, it is considered a
high-load link, as shown in Eq. (6). The total number of such links is denoted as hll, (high load link).
At the same time, a reward function is used to guide the DRL algorithm in limiting the allocation of
queue resources that exceed thd for normal traffic.

T/sl

u’ = 1,if a is anormal else Z G/ (€ xT/sD) “)
1 -
N
Lif ' >= thd
hll, = Z {0, else ©

n=1
At time slot ¢, the resource usage status of the link @ queue capacity can be represented as Is; =

{u;‘, TL/JS:qj;n . The state of the flows that have been scheduled on link « (denoted as scheduled flow state)
=

can be described based on whether the destination nodes are the same or different from the currently

scheduled traffic as sfs; = {0, 0} if « is anormal else > flow;|, > |flow;| ;. The state of
valedeﬂdstj!:i \’g’E(bjmdSlj:i
the traffic currently being processed for scheduling on the link pfs, can be described based on the set
of legal injection time slots ¢;, the sending period prd,, and the maximum number of hops allowed by
T/sl—1

the flow latency H as pfs; = U (H — ¢, if ais normal and 3¢ € ¢, (n + ¢) %prd, == O esle — 1).

n=0
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Finally, to prevent routing loops and routing traffic to faulty nodes, wn? = 1 indicates that the node
connected to link «a is a faulty node, a link already on the transmission path of flow;, and a link that
is not a successor link of flow,. dis’ = N, if a is abnormal else / represents the shortest hop count /
from link a to the destination node. Thus, the overall real-time state of the network is represented as
in Eq. (7).

rts, = { Is{, sfs;, pfs, wn!, disj|a € [1, N]} (7)

4.2 Problem Optimization Model

4.2.1 Routing Hop Constraints

In the CQF model, the end-to-end (E2E) delay E2E, of flow; generally depends only on the cycle
size sl and the range of path hops H within [(H — 1) xsl, (H 4 1) * sl]. Therefore, considering the
worst-case scenario, flow; must arrive at the destination node after at most H; hops as shown in Eq. (8).

H, = |d/sl] —1 ®)

4.2.2 Injection Time Slot Offset Constraints

To ensure that TS flows are sent out within the current cycle and do not conflict with the data
frames of the next cycle, the maximum legal injection slot offset ¢; should be less than the period of
flow;, as shown in Eq. (9).

0 < max (¢;) < prd, )

4.2.3 Transmission Delay Constraints

After flow; has planned the route ¢;, to arrive at the destination node within the specified time
slot, the maximum value of the feasible set of injection slots ¢; is as shown in Eq. (10).

max (¢) < H, — |/ (10)

4.2.4 Path Constraints

If the current determined path of flow; ends with link a in ¢;, then the constraint as shown in
Eq. (11), the set of available next links next should include link b pointed to by link @, and the selected
link should not be a faulty link or an invalid link that forms a loop, and the number of hops of this link
to the destination node should not exceed the limit currently determined by the route and the range
of legal injection slots.

next = {b|A,, =1,wn' =0, Ip € ¢, h=H,— ¢ — ¢, dis, < h} (11)

4.2.5 Queue Capacity Constraints

In the injection slot range of flow;, there must be at least one slot on the sending queue of link b
that meets the buffer space corresponding to the time slot of flow, sending period, as shown in Eq. (12).
After performing action, ¢; will be updated to the set that satisfies Eq. (12).

T/prd;—1

Jp e, =@+1+ (p)%(T/sl),q"(r, <é&ne U k * prd, /sl (12)

+r])%(T/s])

Finally, since the scheduling mechanism of this paper needs to ensure the scheduling performance
of the mechanism under fault conditions, the scheduling success rate sr and the number of high-load
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links hll, are used as evaluation factors. The calculation of sris shown in Eq. (13), where | F,| represents
the total number of scheduled flows. The goal is to improve sr while ensuring load balance and reducing
the number of high-load links hll, as much as possible, so as to reduce the number of flows that need
to be rescheduled and reserve network resources for retransmission in case of node failure or link
interruption. Therefore, the problem optimization model can be formally stated as Fq. (14):

st = sf,/ |Ful (13)

max (sr)
s.t. H; = |d;/sl] — 1
0 < max (¢;) < prd,
max () < H, — |¢| (14)
next = {b|A,, = 1,wn’ = 0,3¢p € ¢, h = H,— ¢ — |¢y| , dis] <= h}

I € gt =(t+1+9)%T/sD). q, <&,ne U kxprd /sl

+rz)%(T/sl)

5 Algorithm Design
5.1 PER-MDQN Algorithm Elements

In the PER-MD3QN-based scheduling algorithm of this paper, the specific meanings of state,
action, and reward are as follows:

1) State

In this scheduling mechanism, the state is the current TSN resource information and traffic
information rts, = {lsf, sfs], pfs], wn?, dis'|a € [1, N]} collected by the system at each time slot ¢.
Therefore, the environmental state at time slot ¢ is represented as shown in Eq. (15).

S, = rts, (15)
2) Action

Since directly selecting the flow path would make the action space dimensionality of the com-
putation process too high, the model will output suitable routing for each flow and sends it to the
corresponding sending queue hop-by-hop, thereby maximizing the use of network resources and more
reasonably forwarding flows. As shown in Eq. (16), the action at time slot ¢ is represented as act,, which
is a set of N-length one-hot vectors. Here, a, (n) = 1 indicates that link 7 is selected as the routing path
for flow;, and the rest are 0.

act, = {a, (n) |n € [1, N]} (16)
3) Reward
[ Z, if scheduled successfully
[0,if ' > thd
; A u, sﬂegq;lz (ang - q21/+'7)%(T/Sl)) /A | 17
E1E) T = a1+ e aysh » C18€ (17
1 € U e s prd, /sl
|, Ah=H,— ¢ —|¢)| —dis; + 1
| —Z, if break any constraints
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As shown in Eq. (17), in this scheduling mechanism, the reward function r/ is composed of the
reward value for successful scheduling, the reward for the flow being scheduled and transmitted on
intermediate links, and the penalty value for scheduling failure. The reward for intermediate links
needs to not only improve the scheduling success rate as much as possible but also ensure the balanced
load of network resources, limiting the occupation of link resources exceeding the high-load threshold
and the resources of links that can reach the destination node with fewer hops. So 7/ is related to the
proportion of the next link selected by the utilization rate « and the overall network resource utilization
rate u“, and the sum of the idle capacity distributed in each time slot corresponding to the legal set
of injection time slots satisfying Eq. (12), and the upper limit of hops to reach the destination node /
and the minimum hops from the sending link to the destination node dis]. The related coefficient A is
negative. When the route is successfully planned to the dst; or does not overlap with other candidate
paths or the flow scheduling ends with a constraint violation, the flow scheduling end flag done, will
be 1, otherwise it will be 0.

4) Multi-Head Graph Attention Residual Network

As shown in Fig. 2, the encoder model based on MGAR in PER-MD3QN processes the uploaded
TSN network topology A and the TSN scheduling information composed of N link features rts,,
and then is decoded by the decoder with a dueling architecture. rts, will go through the K-layer
MGB (multi-head graph attention networks-based block) feature extraction of the encoder residual
connection one by one, and then the obtained link vectors are spliced into a 1-dimensional vector
provided to the decoder of the dueling network architecture for decoding and output. Each MGB layer
in the encoder has H independent attention mechanisms, each of which can perform the operation
described as gat™ = GAT?; (Xf‘, A) , k € K, h € H, and adaptively adjust the weights of the
information of each neighboring link according to the current input X! of the k-th layer, selectively
focus on key information, and weight the information transmission between different links to obtain
the output gat’. Specifically, the calculation of at/”" is shown in Fig. 3, where X}, is the representation of
link 7 in the feature matrix, W . 1s the shared hnear transformation matrix in the attention mechanism

h, ak"" will map the concatenated high-dimensional features to a real number, and LeakyReLU (-)
is an activation function. As shown in Eqs. (18) and (19), after calculating the normalized attention
coefficients at;’ between each link i and the adjacent hnks in the k-th layer of the attention mechanism
h, the final representation gat'” is obtained by weighted summation. o (-) is the exponential linear unit
(ELU) function, a nonlinear activation function. Finally, the output of the k-th layer MGB is the

. . : 1 & .
average of the results obtained by each attention mechanism o (ﬁ > gatf”’). As shown in Eq. (20),
h=0

the input of the 1st layer MGB in the encoder model is rts,, and the ini)ut X*! of the k + 1 layer MGB
is the sum of the output of the k-th layer MGB and the input obtained from the residual connection
of the k-th layer MGB. Therefore, the input of the encoder model is rts, and the output result is X

exp (LeakyReLU (ak" [W:X" | [W-XE ]))

gat“ i gat*ty

tk,h —

7Y exp (LeakyReLU (ak™' [Wi X[ [[WoiX[ ]))

gat™ i gat“ "ty
A,'J:l

gat“" = i (Z at"”WZﬁXfJ) li€[0,N], A, = 1] (19
1 H
coxeo(y for) xo

(18)

h=0
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5) Loss Function

Q-learning is a classic reinforcement learning algorithm that guides an agent to make optimal
actions in different states by learning a value function, known as the Q-function. As shown in Fig. 2,
in this paper, the PER-MD3QN algorithm is used to solve the problem optimization model. The PER-
MD3QN algorithm improves the performance of the Q-learning algorithm in reinforcement learning
tasks through the Dueling architecture and Double Q-learning improvements. As shown in Eq. (21),
for the state S, processed by the encoder model to output X**', the Dueling architecture of the encoder
model decomposes the Q-value function Q, (X; ', act,; 6,) into a state value function ¥, (X; "', act,;6,)
and an advantage function 4, (X;', act,;6,), allowing the agent to learn the value of the state and the
pros and cons of different actions simultaneously. Here, 6, represents the network parameters at time
slot .

0, (Xf, act;0,) = V, (X[, act;6,) + (A, (X[, act,;6,) — % ZA, (X[, act,; QI)) (e2))
act

Q-learning utilizes the temporal-difference (TD) error ¢, in experience replay to learn and update
the value function. The update rule is shown in Eq. (22), where § € (0, 1] represents the learning rate.

0, (X", act;0,) < O, (X', act;;6,) + 8 * ¢, (22)
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TD error is the computation of the difference between the value function estimate of the current
state and the value function estimate of the next state. Due to the Double Q-learning computational
architecture of the PER-MD3QN algorithm, which has an evaluation network eval Q, (S,, act,; 6,.)
and a target network target Q, (S,, act,; 9,,mget), the predicted value y, and the TD error calculation are
shown in Eqs. (23) and (24). Here, y is the discount factor, and done, indicates whether the current
scheduling has ended.

The larger the ¢,, the more the experience needs to be learned and updated. Therefore, Prioritized
Experience Replay assigns a replay priority per, to the corresponding experience based on ¢, as shown
in Eq. (25). Here, v is a small constant to prevent the probability of extracting experiences where ¢, is
0 from being 0. The corresponding sampling probability is shown in Eq. (26), where the exponent «
determines the use of priority levels, with 0 corresponding to a uniform situation. The priority replay
method changes the sampling method of experience, but it introduces bias, which is not conducive
to the training of neural networks. As shown in Eq. (27), the bias is corrected by using importance
sampling w,, where the exponent S represents the degree of correction and m represents the total
number of samples.

v, =1+ (1 —done) * y * targetQ, (S,/, arg max (evath (S,/, act,’; O,MI)) ;0,,target) (23)

¢ =y, —evalQ, (S, act;6,.) (24)

per, = ¢, +v (25)

PER, = (per,)” / Z (per,)” (26)
1 1y

So, the PER-MD3QN algorithm learns the optimal network parameters 6, by iteratively minimiz-
ing the loss function, as shown in Eq. (28):

L (et,eval) = % Z Wt * (yt - eValQ, (Sta aCtt; Qt,eval))z (28)

The loss function can be used to optimize the network with stochastic gradient descent. The PER-
MD3QN algorithm draws a small batch of weighted samples from the experience replay buffer RB to
calculate the gradient, as shown in Eq. (29):

Vot,evalL (et,eval) - % Z Wt * é‘t * Vet,eval evale (Sta aCtt; et,eval) (29)

6) Network Update

The PER-MD3QN algorithm obtains the stochastic gradient descent to update the parameters,
as shown in Eq. (30). And after several updates, the target network performs a soft update with the
parameters of the evaluation network at a certain proportion, as shown in Eq. (31):

et,eval <~ Qr,eval + 8v L (et,eval) (30)

91 eval

et,target <~ T* Qr,eval + (1 - T) * Qt,mrget (31)
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5.2 PER-MD3QN-Based Joint Routing and Scheduling Algorithm

Algorithm 1: PER-MD3QN-based joint routing and scheduling algorithm

Input: transmission domain network topology G = {V, E}, the capacity of the prioritized experience
replay buffer M, the set of transmission tasks F, learning rate 8, soft update coefficient 7, discount
factor y, training episodes ep, training steps per episode sp.

Output: the routing for each scheduling request ¢.

1: Initialize PER-MD3QN: 6., < random, 0, .z < 6;cval-

2: Initialize replay buffer: RB < M.

3: For episode = 1 to ep do:

4:  While F is not empty do:

5: Order F by transmission time ¢, ascending, abnormal status anm; descending, priority
pr, ascending.
6: Free the resource occupied by all the flow; with anm, = 1.

7: Set end flag done, = 0.
8: While done, == 0 do:

9: Reset state S, based on Eq. (15).

10: With probability ¢ select a random action act,.

11: Or with probability 1 — ¢, choose act, = argmax evalQ (S,, act;; 6,ea).-
12: Execute action act, and observe r,, done, and next state S,.

13: Get replay priority per, based on Eq. (25) and store (S,, act,, r,, S,, done,) in RB.
14: End while

15: Determine injection time slot ¢;,;, according to the Algorithm 2.

16: F.pop_front ().

17: Sample transitions from RB with priority PER, and update per,.

18: Calculate y, based on Eq. (23).

19: Calculate L (6,..;) based on Eq. (28) and update 6,,, based on Eq. (30).
20: Every sp steps, update 6,,,,. based on Eq. (31).

21:  End while

22: End for

5.3 Minimizing the Maximum Per-Slot Traffic Load on the Transmission Path Algorithm

Since the joint routing and scheduling algorithm based on MD3QN yields the transmission path
¢; and the legal range of injection time slots ¢, for the TS flow, specific injection time slots still need
to be determined. Moreover, to meet the optimization goal of maximizing the scheduling success
rate, the algorithm aims to minimize the maximum per-slot traffic load on the transmission path and
output @; -

If the legal range of injection time slots ¢; is empty or the transmission path ¢, does not end
with the destination node, Algorithm 2 directly returns —1, indicating a scheduling failure (Lines 1—
3). Otherwise, Algorithm 2 iterates through each legal time slot ¢ in the set ¢,, finds the maximum
per-slot traffic load load; occupied by the traffic of different period groups during the transmission
according to the path ¢;, and thus finds the time slot ¢,,;, corresponding to the minimum maximum
per-slot traffic load load,;, and outputs it (Lines 5-14).
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Algorithm 2: Minimizing the maximum per-slot traffic load on the transmission path algorithm
Input: transmission path ¢,, the legal range of injection time slots ;.

Output: the time slot to minimize the maximum traffic load on the path ¢;,;,.

1:If len (¢;) == 0 or ¢;[—1].ev! = dst;:

2:  Return —1.

3: End if

4: @Qimin = —1, load, i, = &.

5: For ¢ in ¢; do:

6: load, =0.

7. For j in ¢, do:

8: load, = max (load,, q;
9:  End for

10: If load,,;, > load; do:
11: Gimin = @-

12:  End if

13: End for

14: Return @, i,

T/prd;—1

Y k x prd,/sl.

,(1,-+(w++)+zr)%(T/sl))’ o€

6 Simulation Analysis
6.1 Experimental Environment

The hardware environment is configured with a 12th Gen Intel(R) Core(TM) 19-12900H CPU.
The network topology environment and traffic generation are implemented based on the Python
3.9 NetworkX module and SimPy module. The problem optimization model relies on the joint
routing and scheduling algorithm based on PER-MD3QN and other benchmark algorithms, which
are constructed using the PyTorch 1.12.0 module and torch-geometric 2.3.1 module.

The main experimental parameters are as shown in Table 2. This paper generates a network
scenario composed of 5 end nodes (EN) and 15 transit nodes based on the Erdos-Rényi graph model
with an edge creation probability of 0.001 and a maximum node degree of 5 [2]. Each node is ensured
to have at least 3 edges, not exceeding 5 edges. Propagation delay is ignored, and the initial capacity
of the links is set to 1.2 Gbit/s. The hyper-period slot T for each node’s cyclic forwarding is 1 ms,
the CQF slot is taken to the maximum value of 200 us according to Eq. (2), and the capacity of the
sending queue buffer per slot is 20 data frames. During the 30-s operation period, time-sensitive flows
with random starting EN and destination EN are sent at random time slots in the order of priority
from high to low, with 200, 300, and 500 flows, respectively, to simulate the uncertainty of the network
environment. The bandwidth requirements of each flow follow a Poisson distribution, and the sending
period belongs to one of 200, 200, 1000 us, and the maximum delay is related to the average E2E delay
of the maximum path obtained by the K Shortest Path algorithm (KSP). The K value related to the
simulation algorithm and KSP is 3.

In PER-MD3QN, the number of MGB layers K is set to 2, and the multi-head attention
mechanism H in each layer is set to 3, with the graph attention layer’s input and output channel
dimensions both being \rtsj‘ = 15, corresponding to feature dimensions of link a. The fully connected
layers are a common fully connected layer with dimensions (\rtsj‘ * | V’I) x 256, an advantage function
fully connected layer with dimensions 256 x |V’|, and a value function fully connected layer with
dimensions 256 x 1. The high-load link threshold thd in the problem model is set to 0.7. The reward




CMC, 2024, vol.81, no.1 1657

function has a constant Z set to 1.5, and the parameter A is set to —0.25, which aims to improve the
scheduling success rate by reducing the average resource utilization rate during model training. The
algorithm training parameters are shown in Table 3.

Table 2: Experiment parameters

ID Nodes Averagelinks Faultylinks Hyper-period T CQF timeslot Number of flows

sl FL
1 20 80 0 1 ms 200 ps 1000
2 20 80 1 1 ms 200 ps 1000
3 20 80 3 1 ms 200 ps 1000
4 20 80 6 1 ms 200 ps 1000

Table 3: Algorithm training parameters

Parameter Value
Learning rate § [0.0002, 0.001]
Discount factor y 0.9

Training update steps sp 100

Soft update coefficient t 0.005
Minimum sample count m 64

6.2 Results and Analysis

This paper prepared the following benchmark schemes for comparison to evaluate the schedul-
ing performance of the GRFS scheduling mechanism depending on Algorithm 1: Heuristic-based
Dynamic Scheduling and Routing Algorithm (HDSR) [10], TSN Subgraph-based Heuristic Rerouting
and Rescheduling Algorithm (THRR) [14], Deep Reinforcement Learning Aided No-Wait Scheduler
(DRLS) [19], and Scheduler Based on DRL with Integrated GCN (DIGS) [20]. HDSR considers the
impact of the source node’s location on the entire routing and scheduling, using the KSP algorithm to
generate K non-intersecting paths and evaluate the impact of the transmission of these paths on other
TS flows, thereby selecting the optimal 2 redundant paths for data transmission. THRR introduces
the concept of TSN subgraphs, using a heuristic weighted KSP algorithm that considers both spatial
locality and traffic priority to quickly reroute and reschedule the flows in the problem area. DRLS
calculates the path by the Shortest Path (SP) algorithm and outputs GCL for TS flows by the link
resource feature perception and DR L algorithm, thereby ensuring as much as possible the transmission
without queuing delay. DIGS is based on the GCN’s perception of the graph structure of network
resources and outputs joint routing and scheduling actions with the goal of minimizing the average
delay. The main indicator for scheduling performance evaluation is the scheduling success rate sr.

6.2.1 Algorithm Convergence

In a large-scale network environment, the centralized scheduling of the problem optimization
model is difficult to produce effective actions, leading to a high failure rate in the initial stage of
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training, which cannot provide enough successful experience for the model to train. To accelerate
the training process, this paper adopts two strategies: (1) Applying a control gate mechanism, with a
certain probability, ignoring invalid actions that violate constraints in Section 4.2, thereby increasing
the occurrence of successful experiences; (2) Using a prioritized experience replay method, making the
model pay more attention to those samples that have an important impact on improving the model’s
performance, thereby accelerating the training convergence process and improving learning efficiency;
(3) The PER-MD3QN algorithm uses a duel network to learn the value of the state and the pros
and cons of different actions simultaneously, while separating the evaluation network and the target
network to reduce the problem of overestimation, thereby improving the stability and performance of
the algorithm.

As shown in Fig. 4, the algorithm’s reward results after training for 50,000 steps under different
learning rates generally show an increasing trend with the increase of training steps, and the degree of
oscillation of the curve gradually decreases with the optimization of the strategy. Among them, when
the learning rate is 1e—3, the average reward curve converges around 23k steps; when the learning rate
is 2e—4, the curve converges around 40k steps; when the learning rate is Se—4, the convergence speed
is between the two. Although different learning rates have a certain impact on convergence, the reward
values obtained after convergence at various learning rates are relatively close and within a more stable
range. Fig. 4 indicates that the learning rate in the range of 2e—4 to le—3 has a certain impact on the

convergence speed of the algorithm in this paper but has a smaller impact on performance.
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Figure 4: Reward changes with training steps under different learning rates

6.2.2 The Impact of Traffic Scale on Scheduling Performance under Ideal states

As shown in the Fig. 5a, as the traffic scale increases, the scheduling success rate of each strategy
generally shows a downward trend, but the average scheduling success rate of the GRFS strategy is
generally higher than that of other strategies in Experiment 1.

This is because GRFS uses an encoding model based on the GAT residual network, which can
better perceive the resource changes of each node in the network with graph structure compared to
strategies other than DIGS, thereby ensuring the scheduling success rate while maintaining resource
load balance. DIGS, which aims to minimize the average delay when considering scheduling flows,
considers less load balance of resources and has a larger decrease in scheduling success rate than
GRFS when the traffic scale is large. DRLS relies on the routing given by the SP algorithm, leading
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to a larger decrease in scheduling success rate when the link load is too heavy. HDSR’s redundant
path fault-tolerance method makes the resources required for each flow’s scheduling success higher,
so the scheduling success rate is the lowest under limited resources. THRR adopts a more efficient
fault-tolerance method than HDSR and calculates the weighted routing based on the number of
TS flows and priority on the link, so the scheduling success rate is relatively high. However, as the
traffic scale increases and resource competition intensifies, compared with GRFS, which can adjust
the injection time slot according to the specific load of CQF at different time slots to schedule TS
flows, the scheduling success rate of THRR decreases more.

Figure 5: Averaged changes of success rate, hll and time cost with the number of TS flows

As shown in the Fig. 5b, the hll, of each strategy increases with the increase of network traffic
scale and the increase of the number of successfully scheduled flows in Experiment 1.

Among them, GRFS ensures the highest scheduling success rate among the strategies while
keeping hll, lower. THRR, due to the weighted routing calculation ignoring the different periods of
traffic occupying the link resources differently, overestimates the link load, although it leads to a lower
scheduling success rate, but also has fewer hll,. HDSR, due to planning multiple redundant paths for
the flow, results in a lower scheduling success rate than DRLS and DIGS, while hll, is higher than
the latter two, so HDSR’s network effective utilization is lower, and it has a negative impact on the
subsequent flow scheduling routing. DRLS, due to only considering the shortest path, has a lower
scheduling success rate, and hll, increases rapidly but the final number is the lowest. DIGS, with E2E
delay as the main optimization goal and less consideration of link load, tends to choose the shortest
path, resulting in a rapid increase in hll,.

As shown in the Fig. 5c¢, due to the small network scale, the THRR based on heuristic methods
has the least average time slot for routing and scheduling TS flows online in Experiment 1.

HDSR, which is also based on heuristic methods but has a more complex design, takes the longest
average time slot to plan and evaluate multiple redundant transmission paths because the function of
evaluating the impact of the transmission path on the already scheduled flow is related to the current
traffic scale. The time slot consumption of DRLS, DIGS, and GRFS generally increases with the
increase of the complexity of the neural network, and the average time slot consumption does not
increase significantly with the increase of the traffic scale.

6.2.3 The Impact of the Number of Faulty Links on Scheduling Performance

To simulate the occurrence of node failures and link interruptions in the fault state, after all traffic
scheduling in the ideal state of Experiment 1 is completed, 1, 3, and 6 random permanent link faults
will appear respectively in Experiments 24, and the traffic on the related links will also fail. Due to
the randomness of the experimental link failure setting, the performance indicator is the proportion
of the average number of faulty flows in total flows (PAFF). Among them, HDSR only calculates the
flows that have no data copies arriving at the destination EN as faulty flows.
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As shown in the Fig. 6a, the number of faulty flows of each strategy in the fault state increases
with the increase of the number of faulty links.
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Figure 6: Averaged changes of PAFF, ARRS and hll with the number of fault links

HDSR relies on the fault-tolerance method of redundant paths, and the number of faulty flows
is very small when 3 links fail, but when 6 links fail, due to multi-point failures, at least one pair of
ENs among the 5 ENs have the redundant paths calculated interrupted, and the number of faulty
flows and PAFF increase significantly. THRR and GRFS, due to considering load balance, lead to a
certain number of faulty flows with random link failures but have a lower PAFF due to a larger average
number of successfully scheduled flows. DIGS and DRLS have link loads mainly concentrated on the
shortest path. So when the number of faulty links increases, the probability of link failures on the
corresponding shortest path increases, and once a failure occurs, it leads to a larger average number
of faulty flows, so there is a higher PAFF.

After the link failure occurs, each strategy reschedules the faulty flows, and the average rerouting
and rescheduling success rate of the faulty flows (ARRS) is shown in the Fig. 6b.

Among them, DIGS, because the GCN used is greatly affected by the network topology, only
modifies the node link state without changing the existing network topology, while DR LS will calculate
a new shortest path according to the updated network and then reschedule. Because HDSR has a
higher scheduling cost, the ARRS of HDSR is obviously lower. DRLS, due to poor perception of the
graph structure of the network, also has a lower ARRS when facing the network after topological
changes. DIGS, although the scheduling performance is too much reduced due to the Laplacian
matrix modification without network topology change, aggregated the abnormal features at the time
slot of convolution, leading to a significant decrease in its scheduling success rate. THRR’s fault-
tolerant method for rerouting and rescheduling of faulty flows performs well in multi-point failures
and has achieved a higher ARRS by using the concept of TSN subgraphs and the heuristic weighted
KSP algorithm based on traffic priority. However, the PER-MD3QN algorithm used by GRFS has a
stronger adaptability to changes in network topology, can perceive the difference between abnormal
links and normal links through GAT. So GRFS adapts well to TSN in the fault state, and adjusts the
injection time slot offset to make better use of network resources at different time slots, and has the
highest ARRS.

As shown in the Fig. 6¢c, with the increase of faulty links, the hll, of each strategy changes
accordingly. GRFS and THRR maintain a high ARRS, so the hll, shows an upward trend.

Among them, GRFS relies on GAT to perceive the changes in resource status of each node, which
can flexibly schedule traffic under fault conditions, and improves ARRS while balancing the network
resource load as much as possible. Therefore, when there are 6 link faults, GRFS has a smaller hll,
compared to THRR, which uses TSN subgraphs to isolate the areas of multi-point faults. DRLS has
fewer interrupted flows successfully rescheduled when there are many faulty links, resulting in a smaller
increase in hll,. DIGS has a high ARRS when there are 3 link faults and considers less load balancing,
so it has a higher hll,, but when there are 6 link faults, the scheduling performance of DIGS is affected,



CMC, 2024, vol.81, no.1 1661

which leads to a decrease in hll,. HDSR shows a downward trend in hll, before multi-point faults cause
redundant paths to fail, and due to the high cost of routing and scheduling, the rise in hll, is smaller.

6.2.4 The Impact of MGB Layer Depth on Scheduling Performance

From the above experimental analysis, it is known that GRFS relies on an encoding model based
on the GAT residual network to perceive the status of network nodes to achieve flexible traffic
routing and scheduling. The depth of the MGB layers will affect the feature extraction capability of
the encoding model. Therefore, to further explore the impact of the number of MGB layers on the
performance of the algorithm, this section will investigate the performance of GRFS with different
numbers of MGB layers in Experiments 1, 2, 3 and 4.

As shown in the Fig. 7a, in Experiment 1, the number of faulty flows in GRFS first decreases with
the increase of the number of MGB layers, reaching the best effect when the number of MGB layers is
2, and then increases with the increase of the number of MGB layers. And in Experiments 2, 3 and 4,
success rate is always highest when the number of MGB layers is 2 and decreases with the change of
the number of MGB layers.

400 500 soo
(=) Number of Fault Links (b) Mismber of Fault Links () Number of Flows

Figure 7: Averaged changes of success rate, hll and time cost with the number of fault links under
different MGBs

This is possibly because insufficient training, even though residual connections are added to the
MGRB, they cannot eliminate the over-smoothing problem. When the number of MGB layers increases,
the information propagation in multi-layer GAT will cause the representations of nodes to tend to
gather, reducing the distinguishability between nodes, thereby affecting the performance of the model.

The Fig. 7b shows the utilization rate of network resources by GRFS with different numbers of
MGB layers, where the scheduling success rate of GRFS is lower and the hll, is similar when the number
of MGRB layers is greater than 2.

This is because the over-smoothing problem affects the scheduling performance, causing GRFS
not to choose the appropriate links when scheduling traffic, so the traffic distribution has a longer
transmission path, occupying unnecessary network resources, or the allocated link load is too high.

Moreover, as the number of MGB layers increases, the complexity of the neural network increases,
and the response time of PER-MD3QN becomes larger, which may not be able to reroute and
reschedule in time when the scale of faulty traffic is large as shown in Fig. 7c.

6.2.5 The Impact of Number of Attention Heads in GAT on Scheduling Performance

To further explore the impact of the number of Attention heads in GAT on the performance of
the algorithm, this section will investigate the performance of GRFS with 2 MGB layers and different
attention heads in Experiments 1, 2, 3 and 4.
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As shown in the Fig. 8a, when the number of attention heads in GAT exceeds 3, an increase
paradoxically reduces success rates. The addition of attention heads up to 3 enhances the model’s
capacity to represent complex graph structures. However, beyond this, the complexity of the current
environment is insufficient for more heads, leading to an information overload that may neglect or
weaken key features or relationships.

(e} Number of Flaws

Figure 8: Averaged changes of success rate, hll and time cost with the number of fault links under
different attention heads

In Fig. 8b, the minimum of hll, is achieved with 3 attention heads, suggesting excess heads diminish
each’s effectiveness, impacting GRFS performance.

However, Fig. 8c shows the increase in heads does not significantly add computational time due
to parallel processing.

7 Conclusion and Future Work

In the context of power data communication networks, existing TSN traffic routing and scheduling
mechanisms lack fault-tolerance that does not overly affect the scheduling performance under ideal
states and can handle permanent faults such as link interruptions. This paper proposes a TS traffic
routing and scheduling mechanism based on the fault-tolerant graph attention residual network,
GRFS. Unlike most fault-tolerant mechanisms based on TAS and spatial redundancy, GRFS proposes
a fusion terminal communication system architecture based on CQF and fault recovery to adapt
to the fault-tolerant requirements of the TSN fault state; GRFS constructs an optimized model for
joint routing and scheduling that considers traffic delay constraints and network resource constraints
and designs a PER-MD3QN algorithm based on the multi-head graph attention residual network to
reconstruct the features of TSN and traffic, capturing the changes in the network state of TSN, to solve
the joint routing and scheduling problem model. While improving the scheduling success rate, GRFS
also aims to balance the network load as much as possible, thereby reducing the number of high-
load links and increasing the schedulable traffic volume. By GAT structure optimization and fault
tolerance considerations, GRFS expands the use scenarios of GAT in TSN. But GRFS overlooks the
temporary faults caused by bit flips. And the processing time of PER-MD3QN used by GRFS does not
surpass that of heuristic algorithms when networks and traffic are small scale. Due to the relatively
large jitter of CQF and the fact that fault recovery requires a certain amount of time for rerouting
and rescheduling, system architecture can only be applied in scenarios that do not emphasize seamless
redundancy [28]. The next step is to study how to organically combine time slot redundancy methods to
optimize the scheduling mechanism for handling temporary faults, how to minimize fault processing
time, or how to combine with spatial redundancy path protection, and provide different protection
according to the service level as needed.
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