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ABSTRACT

Point-of-interest (POI) recommendations in location-based social networks (LBSNs) have developed rapidly by
incorporating feature information and deep learning methods. However, most studies have failed to accurately
reflect different users’ preferences, in particular, the short-term preferences of inactive users. To better learn user
preferences, in this study, we propose a long-short-term-preference-based adaptive successive POI recommenda-
tion (LSTP-ASR) method by combining trajectory sequence processing, long short-term preference learning, and
spatiotemporal context. First, the check-in trajectory sequences are adaptively divided into recent and historical
sequences according to a dynamic time window. Subsequently, an adaptive filling strategy is used to expand the
recent check-in sequences of users with inactive check-in behavior using those of similar active users. We further
propose an adaptive learning model to accurately extract long short-term preferences of users to establish an
efficient successive POI recommendation system. A spatiotemporal-context-based recurrent neural network and
temporal-context-based long short-term memory network are used to model the users’ recent and historical check-
in trajectory sequences, respectively. Extensive experiments on the Foursquare and Gowalla datasets reveal that
the proposed method outperforms several other baseline methods in terms of three evaluation metrics. More
specifically, LSTP-ASR outperforms the previously best baseline method (RTPM) with a 17.15% and 20.62% average
improvement on the Foursquare and Gowalla datasets in terms of the F'z metric, respectively.

KEYWORDS

Location-based social networks; adaptive successive point-of-interest recommendation; long short-term
preference; trajectory sequences

1 Introduction

The popularity of portable intelligent devices has greatly promoted the development of location-
based social networks (LBSNs) [1], such as X (formerly Twitter), WeChat, Foursquare, Gowalla
and Dianping. Users often prefer to socialize and share location-tagged life experiences by making
friends online, checking in locations, or commenting on posts on mobile social networks. Particularly,
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according to statistics, Facebook currently has 2.09 billion daily visitors and 3.05 billion monthly
active users. Within these massive records of social relations, comments, and check-in information,
there exists a wealth of user features, such as group preferences, geography, check-in periodicity, and
user movement trajectory sequences [2]. Therefore, one of the major challenges for LBSNs is to extract
the implicit features from the massive datasets and accurately apply them for point-of-interest (POI)
recommendations to effectively reduce the selection confusion caused by location overload.

In POI recommendation studies, the main task involves recommending personalized and precise
locations for users by mining preferences from LBSN historical check-in datasets [3]. Importantly,
the recommended locations must be those that the users have not previously visited. Existing methods
have modeled user check-in behavior and preferences using collaborative filtering, matrix factorization
[4], probabilistic models and deep learning (DL) methods [5,6]. The efficiency and accuracy of POI
recommendation are improved by integrating time, geographical factors, social relationships, POI
popularity, neighborhood characteristics, and several other factors [7,8].

However, in real life, user behavior for visiting locations generally exhibits the characteristics of
continuity, regional restrictions, and time sensitivity. For example, IT employees may go to nearby
restaurants at noon on weekdays, coffee shops in the afternoon, and then the gym in the evening. In
this scenario, after visiting restaurants and cafes, the next recommended POI would reasonably be
a gym. Therefore, the current context information (i.e., time, geographical location, and region) and
historical check-in track sequences of the LBSN users must be deeply explored to provide valuable
and practical successive POI recommendations (Fig. 1).
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Figure 1: Successive POI recommendation in LBSNs

Compared to traditional POI recommendation methods, which utilize the entire user check-in
records, successive POI recommendation focuses more on the modeling of time relationships and
check-in trajectory sequences [9]. This methodology aims to utilize the sparser continuous check-in
sequences to provide POI recommendations not only based on user interests, but also on contextual
conditions, making it a more challenging task. Existing successive POI recommendation approaches
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employ the Markov chain or DL to model the continuous sign-in behavior of users, considering
the influence of recent and long-term check-in records, as well as the spatiotemporal context of
two adjacent check-in locations [10]. These methods have effectively promoted the research and
development of POI recommendations. However, with the diversification of user mobility behaviors,
these schemes remain unable to provide high-performance recommendations for real-life applications
due to the following reasons:

e Inactive check-in behavior: In mobile social networks, some users can have lower activity,
fewer check-ins, and longer time and distance intervals between adjacent POIs. These inactive
users will have short check-in track sequences and poor continuity. With a lack of sufficient
recent check-in records, it can be quite difficult to learn short-term interests and capture user
preferences accurately to provide good recommendations.

e User preference diversity within continuous check-in sequences: Most existing POI recommen-
dation methods consider the complete user check-in record to generate a continuous sequence,
without distinguishing between historical and recent check-in information. Few methods that
do consider short-term interests depend on the most recently checked-in location, ignoring the
impact of other recent continuous check-in locations on POI recommendation.

e Lack of adaptive learning mechanisms: Existing methods use a single DL. model for the check-in
trajectories of all LBSN users instead of an adaptive learning mechanism for short- and long-
term preferences for different trajectory sequences, resulting in the inability to precisely extract
different types of interests for multiple users.

To solve the abovementioned problems, we propose a long-short-term-preference-based adaptive
successive POI recommendation (LSTP-ASR) method with appropriate sequence processing and
spatiotemporal context. To reflect user interest characteristics over different periods, each user check-
in trajectory is divided into a recent and a historical trajectory sequence according to a dynamic time
window. To achieve adaptive learning, we applied recurrent neural network (RNN) and long short-
term memory (LSTM) models on temporal and spatial factors to extract the short- and long-term user
interests, respectively. The major contributions of our work can be summarized as follows:

e We design an adaptive sequence processing strategy that utilizes time windows and sequence
filling. The dynamic time window divides the user check-in track sequences into recent and
historical sequences to better reflect user interest diversity. The sequence filling method expands
the recent check-in track sequences of inactive users using those of similar active users to
effectively solve the problems of limited recent check-in records and cold start.

e We propose a flexible adaptive model to learn long short-term interests that can accurately
obtain different user preferences. The RNN with spatiotemporal context and the LSTM
network with temporal context are used to model the short-and long-term interests, respectively.
Furthermore, an adaptive successive POI recommendation algorithm, i.e., LSTP-ASR, is
proposed.

e Experiments on two datasets reveal that the proposed LSTP-ASR algorithm outperforms other
baseline algorithms; the results also indicate the effectiveness of key LSTP-ASR components.

The remainder of this paper is organized as follows: In Section 2, we discuss the related works on
successive POI recommendations; in Section 3, we describe the components of the proposed method in
detail; In Sections 4 and 5, we analyze the experimental results and discuss the practical applicability
of the proposed model; and finally, in Section 6, we address our primary conclusions and future work
directions.
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2 Literature Review

To comprehensively understand successive POI recommendation systems, in this section, we
review previous studies and divide them into the following Markov-chain- and DL-based methods.

2.1 Markov-Model-Based Methods

In the Markov-model-based methods, the first-order Markov chain is used to model the transfer
matrix between continuous user check-in locations, and subsequently, the third-order tensor model
and matrix factorization are integrated to realize successive POI recommendations. Cheng et al. [11]
first proposed the matrix factorization model and adopted a personalized first-order Markov chain to
extract the continuous check-in behavior of users. By including local region restrictions, this method
improves position correlations and computational efficiency. Feng et al. [12] introduced an extended
ranking metric embedding model that integrates three influencing factors and avoids the data sparsity
problem caused by matrix factorization. He et al. [13] designed a Bayesian personalized ranking
model using a potential pattern-based Markov chain and a third-order tensor to better extract and
optimize continuous check-in behaviors. Zhao et al. [14] built STELLAR on a spatiotemporal ranked
pairwise tensor decomposition frame and conducted detailed modeling on the interactions between
users, locations, and time. Chen et al. [1 5] designed and applied a spatiotemporal probabilistic location
prediction model that integrated multiple dynamic mobility features in the Naive Bayes algorithm,
on geotagged social media data. Apart from these studies, there also exist two-step methods with
POI categories, grid-based regional models, and temporal metric embedding methods with non-
symmetrical projection [16] for POI recommendation.

As previously mentioned, successive POI recommendation requires a comprehensive consider-
ation of the users’ current locations, as well as their previous trajectory sequences and preferences.
However, Markov models have a strong assumption regarding successive behavior that the next
moment state is only related to the current state. As a result, these models cannot record prior checked-
in locations, resulting in the loss of historical information and long-term preferences.

2.2 DL-Based Methods

DL, as one of the most advanced subsets of artificial intelligence methods, has been successfully
applied to model sequence data in different fields. For POI recommendation, DL has been used
to model users’ successive check-in behavior [17], showing significant advantages over Markov
models. In RNNs, transition matrices of abundant features have been utilized to better learn user
preferences, such as temporal context, distance information [18], mobile trajectories, and relationships
[19]. Zhang et al. [20] established NEXT, a unified neural network (NN) framework, to model the
user’s hidden intent using sequential influence, temporal factor, geographical context, and metadata.
Lu et al. [21] proposed a two-step model for successive POI recommendation: (i) initially, they split an
area into grids to estimate the regional influence and applied edge-weighted personalized PageRank in
the location transition model; and then, (ii) the model fused the successive transition factor, regional
factor, and user interests into a uniform framework using word embeddings and RNNs.

By integrating the attention mechanism into successive POI recommendation methods, the
attention coefficient of different variables can be learned to explain their correlations. LSTM models
combining spatiotemporal factors have been proposed to better extract long- and short-term interests
between successive check-in records [22-25]. Li et al. [26] constructed a multi-modal heterogeneous
graph by combining five types of check-in information and applied an attentional RNN to make POI
recommendations. Wang et al. [27] considered both real-time requirements and user interests. For
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real-time modeling, they used multiple contexts, including location-location transition distance and
time, location category, and absolute time. Further, they adopted an attention-based RNN model to
automatically learn these contexts and user interests. Liu et al. [28] constructed a real-time interest
mining model using an LSTM network with time restrictions: they mined weekly periodic trends
to indicate long-term behavior, represented the public interest of each time slot as a trainable time
transition vector, and integrated it into the current interest model for the short term preferences.
Liuet al. [29] provided group recommendations based on a bipartite graph neural network (GNN) with
edge learning enhancement and model similar users’ POI interaction interests. They further proposed
a session-based GNN to extract similar users’ location transfer interests.

Most DL-based POI recommendation approaches utilize one model for all LBSN users, neglecting
the diversity of preferences and self-adaption of learning models. Additionally, there remains a lack
of effective solutions for recent check-in sequence extraction and short-term preference learning
for inactive users with limited check-in records. The proposed LSTP-ASR model comprehensively
considers and resolves the abovementioned challenges to realize effective POI recommendations.

3 Methodology
3.1 Notations and Definitions

For ease of presentation, all notations used in this paper and their descriptions are summarized
in Table 1. We further define the following necessary definitions:

Table 1: Notations and their descriptions

Notations Descriptions
U Check-in dataset of a LBSN
L Location set of a LBSN
T Time and date set
U User set of a LBSN
Ty Check-in trajectory sequences of all users
tw, Time window of a user u
C, Check-in trajectory of a user u
cr Recent trajectory of u
cr History trajectory sequence of u
Di Users’ short-term preferences
Pi Users’ long-term interests
U, Set of inactive users
U, Set of active users
it Similarity of inactive user u;,, and active user u,,
Set of similar users
. Recent trajectory sequence of inactive user u,
L, Set of candidate POIs

¢

A Predicted probability values of u visiting new candidate locations
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Definition 1. User check-in trajectory sequence: Let C, = {c?l, LY SRR oA , ¢t} (where
t.€T) denote the entire check-in trajectory sequence set of a user u€ U, which includes all consecutive
check-in records in adjacent time slots. The set of complete check-in trajectory sequences of all users

is denoted by Ty, = {C,, C,,,-- -, C,”U‘ }, where |U| is the total number of LBSN users.

Definition 2. User recent check-in trajectory sequence: Let C!" = {c;‘wu, R GREEE ,cj’c} (where
C" C C,) denote the recent trajectory sequence of « in time window #w,. The check-in time ¢, meets

the condition tw, < t; < t,, where ¢, is the current time.

Definition 3. User historical check-in trajectory sequence: Let C;* = {c,---,c, -, }
(where C"™ C C,) denote the historical check-in trajectory sequence set of u, i.e., the early check-
in records. The check-in time ¢, meets the condition ¢, < 7, < tw, and C, = C™ U C", where ¢, is the

first check-in time.

3.2 Adaptive Successive POI Recommendation Framework

Considering user behavior diversity, it is essential to design adaptive trajectory sequence division
and long short-term preference learning for successive POI recommendations. The proposed LSTP-
ASR model (Fig. 2), after data preprocessing, includes the following main stages:

(1) Adaptive check-in sequence processing: Trajectory sequences for different types of users are
dynamically processed and divided into recent (C™) and historical (C™) check-in track sequences
according to the size of the time window, tw,. Short recent check-in sequences of inactive users were
adaptively filled using the recent records of similar active users, thus, effectively extracting short-term
preferences.

(2) Adaptive short- and long-term preference learning: User’s short- and long-term features
are extracted according to the recent and historical check-in sequences, respectively. The feature
representation of short-term preference, p; € R? is a d-dimensional feature vector learned from
a recent check-in sequence C". To model short-term preferences, we considered the influence of
spatiotemporal context and integrated it into the RNN model. The feature representation of long-
term and stable preferences, p, € RY, is obtained from the LSTM model applied to the temporal
contexts of the historical check-in sequence C"".

(3) Successive POI recommendation: The candidate POIs are first selected according to the
distance feature. Then the predicted probability values of candidate POIs are calculated using the inner
product of short and long representations. Finally, the top-n POIs are recommended to the users.

Unlike traditional successive POI recommendation methods, LSTP-ASR can realize adaptive
sequence processing and adaptive long short-term preferences modeling. Importantly, short- and long-
term preference features vary dynamically with the increase in user check-in sequences, which can
allow this model to fully reflect the current interest features of users. The abovementioned processes
are discussed below in detail.
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Figure 2: Overview of the proposed LSTP-ASR model

3.3 Adaptive Check-in Sequence Processing

3.3.1 Sequence Extraction and Adaptive Division

As the user check-in trajectory and frequency vary, we used a dynamic time window for adaptive
division to better reflect the personalized characteristics of users. For each user, the trajectory was
divided by the longest adjacent check-in interval. The steps for the sequence extraction and adaptive
division strategy are detailed as follows:

(1) Sequence extraction: Let ¢/ =< u, [, Lon,, Lat,, time,, date; > denote a check-in record of a user,
where ue U, [;, Lon;, Lat,, time;, and date; represent the user 1D, POI ID, longitude, latitude, check-in
time, and date, respectively. For a user u, we sort the date, followed by the time in ascending order to
obtain a check-in trajectory sequence set, C, = {ci‘l, RN N G ).

b [k’

(2) Dynamic time window calculation: For each user, the time difference, Az, of all pairs of
adjacent records is calculated as

At, = t, — t_, = (date, — date,_,) x 24 + (time; — time,_,) ey

and the time intervals are used as the basis for selecting the time window. The instance with maximum
time difference is selected as the segmentation node for dividing the trajectory sequence. Thus, the
dynamic time window, tw,, of a user can be defined as

w, = t(maX(AZZ, AZS’ B Atl)) (2)

(3) Adaptive division strategy: We then use tw, to divide C,,. The trajectory sequence from the ear-
liest check-in to the instance tw, is defined as the historical sequence, C" = {c;‘1 ,oee oo " ). The

7 twy
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U

check-in trajectory sequence post tw, is defined as the recent sequence, C!" = { s "7 2 Cro s cj‘c}.
tw hw — hw v
Here, C" € C,,C" < C,,and C, = C™ U C".

3.3.2 Adaptive Filling of Recent Sequence

The short-term interests of users are primarily obtained from recent check-in trajectory sequences.
However, low-activity users with fewer check-in records hinder the accurate capture of short-term
preferences. In real life, several users can have similar traveling behavior and activity patterns (e.g., I'T
employees, university teachers, and college students). These users with common interests often engage
in similar activities in the same regions. Therefore, the short-term preferences of inactive users can be
accurately inferred using those of similar active users.

To better learn short-term interests and solve the cold start problem of inactive users, we employ an
adaptive filling strategy of recent sequence. Then a DL model is adopted to learn users’ recent check-in
sequences to obtain short-term interests. The steps for adaptive sequence filling are as follows:

(1) Let C!* be the recent check-in trajectory sequence of user u# and §,,, be the minimum number
of check-in records required by the recent sequence. If |C"| < (>)34,.,, the sequence has very few
(sufficient) check-in records, and therefore, u is assigned to the inactive (active) user set, U,, (U,.).

(2) For each inactive user u;,, € U,,, we calculate the similarity values with active users u,. € U,.. We
can generally categorize u,, and u,, as similar users if they have visited the same locations. We calculate
the similarity degree between u,, and u,, using the classic cosine similarity, S, defined as

S _ Z/( Puind ™ Tuge.l ) (3)

R ) V)

where r,, ; is a binary value (1 if u,, visited and checked-in at location / and 0 otherwise). The similarity
between two users increases with the number of same locations they have both visited. For an inactive
user, we sort the similarity values in descending order and choose the top-10 most similar active users
to obtain the similar users set G = {u,, Uy, - - - , Uyo)-

(3) Get the recent check-in sequences of top-10 similar users, and combine them into a large track
sequence C.¥ = C[{”l ucgrucru---ucr . Then, the sequence C}' is filled into the recent track
sequence C’” of the inactive user’ u,,,, and a new recent check-in sequence C; = C, ”;1 U Cy 1s generated.
Spemﬁcally, in recent sequences 1ntegrat10n phase, the recent sequence of user Uy, 1S placed in front of
the sequence, then sort sequences in descending order according to repetitions of the same sequence,

and delete duplicate sequences.

For each user in G, we obtaine the recent check-in sequences and combine them into a large
tracking sequence, C¢' = C;" UC," UG U---UCY . Further, we fill the sequence C7" into the recent
track sequence C"‘ of the 1nact1ve user u;, and generate a new recent check-in sequence C"' crucy.

uj,

Specifically, in the integration phase, the recent sequence of u,, is placed in front of the sequence C’” ;

Uy

all sequences are sorted in descending order based on repetitions; and duplicate sequences are deleted.

3.4 Adaptive Short- and Long-Term Preferences Learning

On mobile social networks, the POIs based on users’ continuous check-ins usually exhibit a certain
correlation. Along with user interest, the continuous check-in trajectory sequence also elucidates the
periodic behavior and changes in mobile trajectory. To obtain the user preferences effectively, we design
an adaptive learning strategy based on adaptive sequence processing.



CMC, 2024, vol.81, no.1 693

3.4.1 Short-Term Preferences

The user’s next POI to be visited often has an important contextual relationship with recently
visited locations, illustrating the importance of short-term preferences in successive POI recom-
mendations. Short-term preferences represent users’ recent interest features that change easily over
time. For instance, during vacations or business trips, user interests focus on tourism-related POls.
Moreover, a closer distance between two adjacent checked-in locations indicates a higher correlation
and continuity. This can be attributed to the fact that users are more likely to select nearby locations
to perform activities within certain areas.

Therefore, the short-term user interests are greatly affected by time and geographical factors,
which have been fully considered in the proposed model. The RNN with spatiotemporal context (ST-
RNN), with the input, hidden, and output layers, is used to model recent sequences (Fig. 3). Unlike
traditional RNNs, time and distance context information hidden in the sequence are integrated into
the ST-RNN.

Pi—2 Pi-1 bi

.hThTh Th

. i=3 5 RNN =2, RNN —i=1 » RNN i ...

C&W —_ u-, —_— C;ti—l [ C;li —_— .
Figure 3: ST-RNN architecture for short-term preference modeling

The recent trajectory of u can be denoted as C!" = {c”

twy?

S CZ.}- POIs are extracted from
each check-in record in turn to obtain the sequence of locations /,, — --- — [, — --- — [,. For

any two adjacent check-in records ¢ and s the time interval can be calculated as At;, = ¢, — 1,4,
and the distance between the two adjacent visited locations /; and /,_; can be calculated by using their

longitudes and latitudes as
Ad; = R * arccos[sinLat; x sinLat,_, + cosLat; x cosLat,_, x cos(Lon;,_, — Lon;)] 4)

where Lon; and Lat; denote the longitude and latitude of the location /;, respectively; and R = 6371
km is the radius of the earth.

Three types of information enter the input layer: (i) current POI information, (ii) check-in time
interval from the previous location, and (iii) distance from the previous location. The state of every
node at each instance is not only related to the output state at the previous instance and input state
of the current instance, but is also associated with the distance from and time interval to the previous
POI. Thus, the proposed model reflects the impact of spatiotemporal contexts on user preferences.
The status update is performed as follows:

h; = o(Uq, + Ws; + W.d;, + Wh;_,) (5)
pi=gWVh) (6)

where /; € R? is the hidden layer state, which is a memory unit of the network and can be transferred
to the next instance; /; is a d-dimension feature vector, that denotes updated model information after
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inputting a POI /,, which is used to record the feature information of recent trajectory; ¢, € R” is the
embedding representation of /; (a model input); s, € R? is the feature vector of the time interval Az;;
d; € R? is the feature vector of the distance Ad;; p; € R? is the model output, i.e., the user preference
after inputting POI [; U, W,, W,, W € R** are the relative weight matrices; V, € R™ is the weight
matrix of the output; and o and g are the sigmoid and tanh activation functions, respectively.

With complete user check-in trajectories as the input, the ST-RNN model can be used to learn
the recent trajectories and finally output the user’s short-term interest feature, p;, for successive POI
recommendations.

3.4.2 Long-Term Preferences

Long-term interests indicate users’ consistent and stable preference characteristics that do not
change easily. Most users usually have stable lifestyles, which are often manifested in the form of
periodic/long-term location-visiting modes. For example, users who like fitness will visit the gym and
sports center regularly every week. Therefore, long-term preferences are also important for successive
POI recommendations.

With the network operating over extended periods, the users’ historical trajectory sequences
become increasingly longer which traditional RNNs cannot handle appropriately. To effectively obtain
long-term characteristics, we instead adopt an LSTM network to model historical trajectories. The
forgetting gate of LSTM filters out certain unimportant feature information in the historical check-
in track sequences, while hidden cell units retain long-term stable characteristics. Unlike ordinary
sequential data, user interests and check-in sequences are dynamic. The earlier the check-in records,
the more difficult it is to accurately reflect user interests. Therefore, the impact of time on long-
term preferences should be considered when modeling historical track sequences. However, long-
term interests are less affected by geography, and hence, we do not consider the influence of spatial
context in this study. Therefore, we established an LSTM model by integrating the temporal factor
(T-LSTM; Fig. 4).

! | !

hw
Cu e —p C;‘k—z — Cg‘kq —_— C;; —_—

Figure 4: T-LSTM model architecture

Before modeling long-term interests, we extract the sequence of check-in locations /;, — - —
L, = -+ — I, from C" = {c;‘l, LG , ¢}, and then, calculate the time intervals of adjacent
check-in records, At, = t, — t,_,. Two types of information enter the input layer: POI information and
check-in time interval. We denote the embedding representation vector of POI /; as ¢, € R and the
feature vector of time interval Az, as s, € R,
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The new candidate state after each input is only relevant to the current input location and the state
passed from the previous step. Therefore, candidate state ¢, can be updated as

¢, = tanh(W [p,_, QIk] +b.) (7

Candidate state ¢, is only used to indicate the user’s current interests, while the memory cell ¢, € R?
retain the historical check-in location information to reflect long-term preferences. In traditional
LSTM models, forget and input gates control the updating of ¢,. Specifically, the input gate controls
which of the users’ current interests can be regarded as long-term interests, while the forget gate
only distinguishes between the information that is to be retained in or discarded from the long-term
interests, without considering their decay characteristics over time. Therefore, a time gate is added to
the T-LSTM model to control the accumulation speed of long-term preferences. In this manner, some
early interests of the users are gradually attenuated, while long-term stable preferences are retained.
State ¢, can then be updated according to the previous state and current location as

a=T,0/0c, +i 0O (8)
where i, f; € R? are the input and forget gates, respectively, defined as

iy = o (Wilpier, 431+ bi) 9
Ji =0 (Wilpir, g1 1 + by) (10)

and 7, € R’ is a time gate that can control the attenuation of long-term interests according to the
input location and time context; it can be expressed as

T,=o0W,q, +oWs)+ b,) (11)

where W, W,, W, € R** and W,, W, € R* are the weight matrixes; b,, b, b.,b, € R’ are the bias
vectors of the LSTM units; and () denotes the dot product. The forget gate filters long-term interests
and the time gate also filters certain interests that have not been updated in the early stage, maintaining
the user’s long-term and stable interests.

Once C™ is learned, the cell state ¢, of the model is obtained, representing the users’ long-
term preferences. Unlike traditional LSTM outputs, the proposed method only requires long-term
accumulated preferences of the user, P, € RY, expressed as

P = tanh(Vc,) (12)

where V, € R™ is a learnable model parameter.

3.5 Adaptive Successive POI Recommendation

After obtaining the long short-term interests, the predicted values of locations are calculated for
recommendation. Given the vast number of locations in LBSNs, it would be computationally expensive
to calculate the probability values of all locations. Therefore, we select a radius of 20 km from the user’s
current location to find candidate locations for recommendations based on the proportion of users
checking in at POIs within that range in the Gowalla (80%) and Foursquare (99%) datasets according
to a previous distance analysis [30]. The set of candidate POIs can be expressed as

LIL' = {ZC € L’ dlc-,l() S 20} (13)
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The predicted probability, S,,., of the candidate POI /, is calculated using the inner product of
short and long representations as

Su,/p = (pi +p/¢)qup (14)

where ¢, € R is a d-dimension vector, which is the feature-embedded representation of candidate POI
I.. Subsequently, the top-n POIs are recommended to the users.

4 Experiments and Analysis
4.1 Datasets and Setup

In this paper, we use two large-scale LBSNs check-in datasets as experimental data: Foursquare
and Gowalla. The detailed statistical data of two datasets are listed in Table 2. We can see that the
two datasets have different scales, which is more effective verification for testing the performance of
methods. Furthermore, the check-in datasets are very sparse, resulting in low performance of recall
and precision. For each user, the records in a dataset are arranged in ascending order of check-in time.
The former 84% of check-in records are used as training data, and the remaining records are used as
testing data.

Table 2: Statistics of two LBSNs check-in datasets

Items Foursquare Gowalla
.txt file size (MB) 11.8 25.7

# Check-ins 194,108 456,905
# Locations 5596 24,236
# Users 2321 10,162
# Avg.check-ins of each POI 34.69 18.85

# Avg.visited users of each POI 18.90 12.72

# Avg.check-ins of each user 83.63 44.97

# Avg.checked-in POIs of each user 45.57 30.26
User-POI matrix density 14.90 x 10~* 1.86 x 10~
Data sparsity 98.51% 99.81%
Periods of collected data (month) 12 21

In this study, we use the Foursquare and Gowalla large-scale LBSN check-in datasets (Table 2).
The two datasets are of different scales, which allows for an effective verification of model perfor-
mance. Furthermore, the check-in datasets are very sparse, resulting in low recall and precision values.
For each user, the records of both datasets are arranged in the ascending order of check-in time and
split into a training-testing ratio of 84:16.

The NN model experiments for the proposed method are run on a GPU server with an Intel
19-9900X processor (3.5 GHz, 10 cores, and 20 threads) and two MSI GeForce RTX 2080 Ti 11G
GPUs (64 GB). The operating system of the server is Ubuntu 19.04 (64-bit). The programming
environment of the experimental code is Python 3.7.3, with TensorFlow 1.10.1 used as the machine
learning framework.
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4.2 Evaluation Metrics

We use precision, recall, and F-measure to evaluate the performance of the POI recommendation
methods. Formally, given a target user uc U, R,@n represents the set of top-n recommended POIs and
T .@n represents the set of corresponding ground truth POIs in the testing data.

Precision measures the accuracy of the POI recommendation algorithms; it can be defined as the
ratio of the number of locations actually visited to the total number of recommended POls, and is
expressed as

ZUEU |Z‘@ n m RM@ n|
2ev IR@ 1|

Recall measures the comprehensiveness of an algorithm; it is defined as the ratio of the number
of locations actually visited to the total number of locations in the testing set, and can be expressed as

ZMEU |TM@ n m Ru@ nl
ZueU |T'll@ I’ll

F-measure is the weighted harmonic mean of recall and precision, which is used to comprehen-
sively evaluate the performance of a POI algorithm. It can be expressed as

(15)

precision @ n =

recall @ n = (16)

precision X recall

Fy=(+8)- (17)

B? - precision + recall

where 8 = 1 means that recall is as important as precision.

4.3 Comparative Methods

We compare the performance of LSTP-ASR with that of five other successive POI recommenda-
tion algorithms on the Gowalla and Foursquare datasets (Table 3).

Table 3: POI recommendation methods for comparison

Algorithms Factors Description
FPMC-LR Sequence and geographical Local region constraint and Markov
influences chain-based personalized factorization
method [11]
STELLAR Temporal and geographical POI recommendation based on
influences spatiotemporal potential ranking tensor
decomposition [14]
NEXT Temporal and geographical A neural network frame with DeepWalk
influences and multiple factors [20]
ST-LSTM Spatial, temporal and sequence A neural network model with
influences spatial-temporal factor and LSTM [25]
RTPM Temporal influence, POI A uniform framework based on LSTM

category

and temporal factor [2§]

(Continued)
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Table 3 (continued)

Algorithms Factors Description

LSTP-ASR Spatial, temporal and sequence Adaptive processing of check-in sequence,
influences, user activity, adaptive learning of short and long-term
long-short term preferences interests via RNN, LSTM and

spatiotemporal context (Section 3)

4.4 Results and Discussions

4.4.1 Performance Comparison

We record the precision, recall, and F;-measure of the six recommendation methods for the top-n
values on the two datasets (Fig. 5; Table 4). Based on our results, we made the following observations:

(1) The proposed LSTP-ASR model outperforms the other algorithms in terms of all three
metrics on both datasets. For LSTP-ASR, on the Foursquare dataset: (i) the top-5 precision increases
by 118.77%, 76.58%, 36.67%, 23.51%, and 8.83%; and (ii) the top-20 recall increases by 96.85%,
75.50%, 36.14%, 26.67%, and 10.35%, compared to that of FPMC-LR, STELLAR, NEXT, ST-
LSTM, and RTPM, respectively. On the Gowalla dataset: (i) the top-5 precision increases by 135.14%,
101.66%, 59.84%, 40.97%, and 13.62%; and (ii) the top-20 recall increases by 85.65%, 67.97%, 40.58%,
34.26%, and 17.22% compared to the five baseline methods, respectively (Fig. 5). Similarly, LSTP-
ASR outperforms FPMC-LR, STELLAR, NEXT, and ST-LSTM by almost (i) 126.67%—230.84%,
88.79%—~155.71%, 39.91%-86.33%, and 24.77%—45.13%, respectively, on the Foursquare dataset for
the top-n F;-scores; and (i) 142.52%, 108.53%, 60.69%, and 40.04%, respectively, for top-5 F;-scores
on the Gowalla dataset (Table 4). Importantly, LSTP-ASR outperforms the best baseline method, i.e.,
RTPM, with a 17.15% and 20.62% average improvement on the two datasets, respectively, in terms of
F4-scores. These improved results for LSTP-ASR can be attributed to the integration of both long-
term stable and short-term preferences of the users. The short-term interests reflect the changes in the
user interests, which can accurately reflect the selection of the next POI. Simultaneously, LSTP-ASR
also provides adaptive check-in sequence processing, which can adapt to different types of users and
achieve better recommendation performance.

(2) On both datasets for each algorithm, the recall increases and precision decreases as we increase
the number of top-» predictions. For example, for top-5, top-10, and top-20 predictions, LSTP-ASR on
the Foursquare dataset reaches a (i) recall of 31.3%, 38.6%, and 43.7%, respectively, and (ii) precision of
6.41%, 5.94%, and 5.53%, respectively. The reasoning for these results is as follows: (i) In the expression
for recall, the denominator is a constant. Thus, increasing the number of accurately recommended
POIs can increase the recall for larger top-n; and (ii) based on the precision definition, with the
increasing top-n value, the increase in the numerator is not as significant as that in the denominator,
which leads to a decrease in the precision.

(3) Under similar conditions, the results of all methods on the Foursquare dataset are higher than
those on the Gowalla dataset. The larger and sparser nature of the latter make user check-in behavior
and POIs more complex and diverse, leading to less accurate recommendations for every algorithm.
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Figure 5: Performance comparison of different successive POl recommendation algorithms based on
(a) precision and (b) recall metrics for top-n predictions on the Foursquare and Gowalla datasets

Table 4: F,-measure (8 = 1) on two datasets. The best performance scores are in bold

Datasets Metrics FPMC-LR STELLAR NEXT ST-LSTM RTPM LSTP-ASR
Foursquare  top-5 0.0469 0.0564 0.0761  0.0853 0.0968  0.1064
Improved 126.67% 88.79% 3991% 24.77% 9.89%
top-10 0.0386 0.0472 0.0624  0.0759 0.0899  0.1030
Improved 166.42% 118.04% 65.12%  35.66% 14.48%
top-20 0.0297 0.0384 0.0527  0.0676 0.0773  0.0982
Improved 230.84% 155.71% 86.33% 45.13% 27.09%
Gowalla top-5 0.0416 0.0484 0.0628  0.0721 0.0877  0.1010
Improved 142.52% 108.53% 60.69% 40.01% 15.12%
top-10 0.0356 0.0397 0.0553  0.0707 0.0839  0.0980

(Continued)
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Table 4 (continued)

Datasets Metrics FPMC-LR STELLAR NEXT ST-LSTM RTPM LSTP-ASR

Improved 175.11% 146.67% 77.41%  38.69% 16.79%
top-20 0.0254 0.0287 0.0494  0.0600 0.0696  0.0905
Improved  256.69% 215.21% 83.29%  50.67% 29.94%

4.4.2 Analysis of Key Components in LSTP-ASR

To further investigate the effectiveness of key components in the proposed model, we conduct
ablation experiments on the following three variants of LSTP-ASR (Fig. 6):

LSTP-ASR-V1: This variant uses only an LSTM model to learn user preference instead of
the adaptive learning of user short-term interest preferences (Section 3.4). The rest of the
framework is preserved.

LSTP-ASR-V2: To verify its efficacy, adaptive processing of the check-in sequence is removed
(Section 3.3), while the rest of the framework is preserved. In this variant, only one recently
checked-in location is used for short-term interests.

LSTP-ASR-V3: To verify the impact of distance and time context on model performance,
we delete the (i) distance feature vector, d¢;, and time interval vector, s;, from the ST-RNN
(Eq. (5)), and (ii) the time interval feature vector, s;, from the T-LSTM (Eq. (11)). The rest
of the framework is preserved.

The following conclusions are drawn from the experimental results:

The complete LSTP-ASR model achieves the best performance for both datasets for given
parameters compared to all other versions, indicating the key components to be important for
effective successive POI recommendation.

LSTP-ASR-V2 outperforms LSTP-ASR-V1 demonstrating that the adaptive learning of short-
term preferences better mined user features, substantially improving successive POI recom-
mendations. As we know, user preference learning is indeed the most crucial part of the POI
recommendation process.

Adaptive sequence processing is found to be an indispensable factor; without it, the precision
and recall of LSTP-ASR decrease by 0.5% and 2.6% on average for the Foursquare and Gowalla
datasets, respectively. Hence, the inclusion of adaptive sequence processing is necessary as it
better generates long- and short-term check-in sequences.

The performance of LSTP-ASR-V3is inferior to that of LSTP-ASR, suggesting that spatiotem-
poral context enhances POI recommendation performance. Long short-term preferences are
closely related to the time features, while the distance features reflect short-term movement
patterns.

Therefore, all three key components of LSTP-ASR effectively improve the POI recommendation
performance.
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Figure 6: (a) Precision and (b) recall @ top-n for the different LSTP-ASR variants on the Foursquare
and Gowalla datasets

4.4.3 Impact of Minimum Check-in Sequence Length

The adaptive sequence filling strategy of LSTP-ASR requires a check-in sequence length parame-
ter, 3,,.,, to divide inactive and active users. We analyze the effect of a range of values for 6, € {10, 20,
30, 40, 50} to evaluate its influence on model performance by computing the top-5 precision and recall
values on both datasets (Fig. 7). LSTP-ASR achieves the best performance for §,,,, = 20 and 40 on the
Gowalla and Foursquare datasets, respectively. This may be attributed to weaker user correlations
for sparser datasets, which degrades the performance upon simply increasing the sequence length.
Therefore, the adaptive sequence length benefits the proposed LSTP-ASR model.
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4.4.4 Generalizability of LSTP-ASR

To validate the generalizability of LSTP-ASR, we conduct experiments using the Brightkite
dataset for different regions with varying user behavior patterns. Foursquare is the check-in dataset for
users in Singapore and Gowalla is that for users in California and Nevada, USA. However, Brightkite
is a larger check-in dataset for users around the world; it includes 50,687 users, 702,401 POIs, and
4,452,694 check-ins, and has a sparsity of 99.98%.

Foursquare-precision Gowalla-precision ~—{—Foursquare-recall —O— Gowalla-recall
0.07 0.32
0.065 ﬁ: 0.28
=
2 =
Z0.06 024 g
23 ~
=™
0.055 0.2
0.05 0.16
10 20 30 40 50

Sequence length

Figure 7: Impact of the sequence length parameter, §,,, on LSTP-ASR

Furthermore, we divide the Brightkite dataset at two scales to study the model performance
under different dataset sizes: (i) Brightkite-50%, i.e., the first half of the Brightkite dataset with earlier
check-in times; and (ii) Brightkite-100%, i.e., the entire Brightkite dataset. We use LSTP-ASR for
performance evaluation (Table 5) and observe the following: (i) The precision, recall, and F,-measure
on Brightkite are slightly lower than those on Foursquare and Gowalla due to the former being the
sparsest dataset, for which accurate POI recommendation is more difficult; and (ii) as the dataset size
increased, all three metric results show gradual upward trends. The larger amount of check-in records
helps the model training, but performance improvement is still limited due to sparsity. These results
validate the generalizability of the proposed LSTP-ASR model for different LBSN check-in datasets
of varying sizes.

Table 5: Performance of different dataset sizes on Brightkite

Metrics Brightkite-50% Brightkite-100%

top-5 top-10 top-20 top-5 top-10 top-20
Precision 0.0587 0.0541 0.0484 0.0601 0.0562 0.0504
Recall 0.282 0.315 0.343 0.291 0.324 0.368

F,-measure 0.0972 0.0923 0.0848 0.0996 0.0958 0.0887
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5 Discussion

LSTP-ASR is an adaptive successive POI recommendation model, which can effectively solve the
problems of inaccurate user preference extraction and cold start for inactive users. The core modules
of LSTP-ASR are adaptive check-in sequence processing and adaptive long short-term preferences
learning for different types of users. Therefore, the LSTP-ASR model is suitable for recommending
locations in various practical scenarios:

1. Diverse user needs: LSTP-ASR can provide adaptive and personalized POI recommendations,
which is suitable for both active users with more check-in records and inactive users with
shorter check-in trajectory sequences.

2. Inactive user cold start: For new users with only a few check-in records, LSTP-ASR can find
similar active users with common preferences and recommend locations visited by them to
the new users (e.g., recommending POIs to office workers who have regular lifestyle and work
schedule).

The implementation of the proposed method is similar to the existing recommendation systems.
Once the algorithm is programmed and run using Python, it can be deployed in the existing LBSN
servers without additional equipment or configuration. On the LBSN platforms, the user check-in
records are uploaded to the LBSN servers in real-time through the check-in function. LSTP-ASR
regularly runs model training to learn user preferences and provides LBSN users with the top-n
recommended POIs in real time.

The practical significance of LSTP-ASR is reflected in three aspects: (i) For users, the proposed
method can effectively reduce the selection confusion caused by location information overload
and assist users in exploring new locations to enhance their experiences, especially when checking
out previously unvisited areas; (i1) For businesses, merchants can explore potential users and send
coupons/advertisements to those who have checked-in at the stores to improve business benefits; (iii)
For recommendation systems, the proposed method can promote the application and development of
social networks, smart cities, and intelligent recommendations. In conclusion, the proposed LSTP-
ASR successive POI recommendation method has important and useful practical value in LBSN
application services.

6 Conclusions and Future Work

The current successive POI recommendation systems lack adaptive learning of user preferences,
often leading to inaccurate reflections. In this study, we propose the LSTP-ASR adaptive successive
POI recommendation method with trajectory sequence processing and long short-term preference
learning. This model adopts two core strategies: adaptive check-in sequence processing and adaptive
long short-term preference learning. An adaptive sequence filling strategy is used to expand the recent
check-in records of inactive users using those of similar active users to accurately infer their short-
term preferences. For recent and historical check-in trajectory sequences, RNN and LSTM models
with spatiotemporal and temporal context, respectively, are used to adaptively learn the short and
long preferences of users. The proposed model can solve the problems of inaccurate extraction of
user preferences and cold start for inactive users. The experimental results on the Foursquare and
Gowalla datasets indicate that LSTP-ASR outperforms other baseline POI recommendation models
in terms of precision, recall, and F,-measure. In the future, we will investigate the influence of weather,
fine-grained user features, and time characteristics (e.g., workdays, weekends, and holidays) to further
improve the recommendation performance.
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