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ABSTRACT

Vehicular Ad-hoc Networks (VANETs) make it easy to transfer information between vehicles, and this feature
is utilized to enable collaborative decision-making between vehicles to enhance the safety, economy, and enter-
tainment of vehicle operation. The high mobility of vehicles leads to a time-varying topology between vehicles,
which makes inter-vehicle information transfer challenging in terms of delay control and ensuring the stability
of collaborative decision-making among vehicles. The clustering algorithm is a method aimed at improving the
efficiency of VANET communication. Currently, most of the research based on this method focuses on maintaining
the stability of vehicle clustering, and few methods focus on the information interaction and collaborative decision-
making of vehicles in the region. In this context, this paper proposes a networking method for intra-regional vehicle
information interaction, through an efficient information transmission mechanism, vehicles can quickly obtain the
required information and make more accurate decisions. Firstly, this networking method utilizes DBSCAN and the
proposed vehicle scoring model to form clusters, ensuring the stability and adaptability of clusters; secondly, in the
process of interacting with the information, the cosine similarity is utilized to check the similarity of the information
to eliminate the highly similar information, effectively reducing redundant information; and lastly, in the case of
a consensus reached by the cluster, the frequency of broadcasting of information between vehicles is reduced as a
way to minimize the waste of communication resources. The proposed method is simulated based on Python and
Sumo platforms, and several metrics such as cluster clustering situation, information volume, and state change rate
are analyzed. The results show that the method maintains better cluster stability with a 60% and 92% reduction in
information overhead compared to the FVC and HCAR algorithms, respectively.
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1 Introduction

Vehicular Ad-hoc Network (VANET) is an emerging network technology [1], Vehicular Ad-hoc
Network consists of vehicular units which are randomly distributed on the road to facilitate commu-
nication throughout the vehicular networking system [2]. There are many types of communication
in VANET, such as vehicle-to-vehicle (V2V), vehicle-to-infrastructure (V2I), and vehicle-to-roadside
unit (V2R), which can be used by vehicles on the road to facilitate a more environmentally friendly,
intelligent, and sustainable transportation system [3,4]. In the era of electric vehicle networking,
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the safety, economy, and entertainment of road traffic can be enhanced by using multiple electric
vehicles to work together online using the characteristics of electric vehicles such as easy information
interaction and easy collection of status information.

In VANET, vehicles act as mobile nodes and RSUs act as fixed nodes, and they communicate
with each other directly or indirectly to form the communication network of VANET [5,6]. However,
in VANET, vehicles are basically in a mobile state, and vehicles will frequently join or leave the group
network, this phenomenon increases the information collision problem, reduces channel utilization
decreases the packet delivery rate [7], and hinders collaborative decision-making in networked electric
vehicles. To solve these problems, Intelligent Transportation Systems (ITS) have used various methods.
Among them, clustering is a technique that clusters nodes [8–10], and after clustering the vehicles are
easier to manage. To implement clustering in VANET, many clustering algorithms for Mobile Ad-hoc
Networks (MANET) have been cited for VANET, but most of these algorithms have poor results [11].
In recent years, scholars have mostly focused on designing a clustering algorithm to maintain cluster
stability. In earlier studies, VANET mainly deals with two types of messages—security/emergency
distress messages and non-security messages (entertainment messages) [12,13]. Traditional clustering
algorithms are almost always designed for these two types of messages, and some of their results cannot
be directly applied to collaborative decision-making in EVs due to the difference in message attributes.
Previous networking methods that transmit safety information or entertainment information are
mostly based on the stability of the cluster as an important index at the beginning of the establishment
of the cluster, such as mobility-based clustering [9] and node similarity-based clustering [14–17],
whereas intra-area collaborative decision-making requires clustering to allow vehicles in the cluster to
exchange information quickly at a specific time to realize the collaborative decision-making function.

The factors that affect collaborative decision-making include the effectiveness of the clustering
algorithm used, whether the CH selection method is reasonable, and whether the communication
mechanism between vehicle nodes will cause a waste of resources, which are the objectives of this
paper. This paper proposes a networking method based on RSU selection and vehicle node weight,
which aims to maintain cluster stability and reduce communication redundancy when vehicles interact.
It is named DNOV (Dynamic Networking Method of Vehicles in VANET). DNOV addresses these
challenges by:

1. A clustering method based on DBSCAN and a vehicle scoring model is proposed, where
DBSCAN can achieve more accurate clustering results in complex road networks and traffic envi-
ronments with certain densities; the distance parameter to the RSU, a transit station, is added to
the vehicle scoring model, which is the key to be able to achieve collaborative decision-making for
networked electric vehicles in the region; the vehicle scoring model uses three key vehicle parameters
to determine the cluster head vehicle, which maintains decent stability as well as selecting a cluster
head that facilitates information transfer.

2. Based on the above clustering method, an algorithm to reduce information redundancy in
clusters is introduced, aiming to achieve lower communication overhead.

3. A simulation of traffic flow and information transfer is implemented, and the results verify
the effectiveness of the proposed clustering approach to achieve collaborative decision-making of
networked electric vehicles.

The rest of the paper is organized as follows. Section 2 summarizes previous research and related
work, Section 3 describes the DNOV model, Section 4 presents the simulation environment and
methodology, shows the simulation results and effectiveness evaluation, and Section 5 concludes the
full paper.
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2 Related Work

Taking advantage of the fact that vehicle information is easily exchanged in a connected vehicle
environment, collaborative decision-making in networked electric vehicles should be actively promoted
to enhance the safety, economy, and entertainment of vehicle operations. This requires relatively
optimal information interaction of vehicle-to-vehicle and vehicle roadside units. The mainstream
approach to optimize information dissemination is vehicle clustering, so this section will focus on
reviewing clustering algorithms for connected vehicles.

Literature [18] combined the improved K-Means algorithm with the continuous Hopfield network
and the Maximum Stable Set problem to propose a clustering-based routing protocol, to solve the
problem of taking the value of K in the traditional K-Means algorithm, and then a weight function is
utilized to select the cluster heads. Also improving the K-Means algorithm, literature [19] utilized K-
Means to divide the area into segments and then selected the clusters based on factors such as vehicle
location and direction, based on this clustering method, an adapted routing protocol is proposed to
enhance the information transmission within the group network. Literature [20] proposed a VANET
lifetime maximization model based on enhanced meta-heuristic clustering and multi-hop routing
techniques for the instability of the network when vehicles are clustered, which is optimized for both
cluster formation and cluster head selection process. Zhang et al. [21] pointed out that most of the
existing clustering algorithms only consider the mobility of the vehicles when considering the cluster
head selection, and this mobility makes the nodes in the cluster’s connectivity decrease. To address this
problem, the article proposed a passive multi-hop clustering algorithm with a priority-based neighbor
following strategy in the cluster head selection phase, which makes the inter-cluster nodes highly
reliable and stable. Lin et al. [22] proposed a distributed clustering algorithm based on joint deep
reinforcement learning, in which the authors used an artificial intelligence chip to select connectable
vehicles through a policy network and locally update the connection status between vehicles as a
reinforcement learning experience. And upload the training parameters of their model to the base
station to update the model, and the updated model can improve the clustering performance of the
vehicles that will be joined. Ali et al. [23] considered clustering as a multi-objective combinatorial
optimization problem, and naturally inspired meta-heuristic algorithms can be optimized for multi-
objective problems. Based on the above understanding, they proposed a HHO (Harris Hawks based
Optimization) algorithm for VANET clustering. The proposed framework mimics the cooperative
foraging mechanism of hawks and comparing the proposed algorithm with the clustering algorithm
based on Gray Wolf Optimization, Multi-objective Particle Swarm Optimization, and Integrated
Learning Particle Swarm Optimization algorithms, the proposed algorithm outperforms the other
algorithms concerning the multi-objective clustering problem. From the literature [11], it is seen that
some researchers have started to improve the clustering management for vehicles using meta-heuristic
algorithms, Salim et al. [24] proposed a nature-inspired meta-heuristic clustering algorithm based on
the Sparrow Searching Algorithm (IOVSSA), the IOVSSA combines a migration metric along the
distance of the clusters to construct the smallest clusters with stable CHs, through a simulation study,
The proposed IOVSSA algorithm was found to outperform the current state-of-the-art algorithms
in terms of the number of clusters and the average cluster lifetime. Shah et al. [25] proposed a
clustering algorithm based on moth-flame optimization based on bio-inspired, which can be efficiently
operated in high-speed migrating nodes of the VANET, and in comparison to ACO optimization
algorithms the proposed algorithm produces better results, the maximum coverage and produces the
least number of clusters. Al-Obaidi et al. [26] stated that the clustering algorithm for VANETs operates
in a decentralized mode, which requires the incorporation of additional stages before deciding on
the clustering decision and may produce sub-optimality due to the local nature of the decentralized
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approach. In addition, the challenging architecture of road environments may lead to less effective
clustering. So the article utilizes a centralized clustering technique to build a Cauchy density model
to solve the problem of VANET for 3D road environments. Kalaivani et al. [27] proposed a link and
weight-based clustering method in conjunction with Distributed Dispatch Information Table (DDIT).
It is based on the relative speeds of two vehicles going in the same direction by forming a cluster
with multiple nodes in a VANET. The cluster head is selected based on the link survival rate of the
vehicles, emergency information is provided to different vehicles in the cluster, and packet information
stored in the DDIT table is used for fault prediction. Finally, an efficient medium access control
protocol is used to provide prioritized messages, which avoids the problem of shortage of emergency
message spectrum in the cluster. Through comparative analysis with existing methods, it is proved that
the method has the advantages of smaller transmission delay and smaller routing control overhead.
Cheng et al. [28] focused on more complex urban road conditions and proposed a dynamic clustering
model based on connectivity prediction. First, the characteristics of vehicle nodes are defined and
an RNN-based connectivity prediction method is introduced based on the relative characteristics
between vehicle nodes, and the connectivity prediction results are output using this model. Finally,
a dynamic clustering model is then established based on the connectivity prediction results between
vehicle nodes and the density of vehicle nodes, and based on this, a routing method used to achieve
stable communication between dynamic nodes is proposed. In the literature [29], the authors proposed
a fuzzy logic-based vehicle weighting model based on the phenomenon of difficult data propagation
in VANET and utilized RSUs as a manager of data propagation. Fuzzy C-Mean Clustering (FCMC)
is used to deal with clustered vehicles competing to use a shared channel. In this model, RSUs receive
prioritized data from cluster heads to prevent external interference during communication.

Based on the above analysis, it can be seen that some of the proposed clustering algorithms mainly
focus on the selection of cluster heads to improve the stability of clusters, while some of the intelligent
algorithms emphasize the use of intelligent optimization algorithms to generate the best clusters, and
few algorithms focus their objectives on optimizing the information interaction of clusters. In this
paper, in addition to including the distance to RSUs as a parameter when forming clusters, a method
is introduced to avoid broadcast storms caused by vehicle information interactions, aiming to enhance
the collaborative decision-making function in clusters.

3 Dynamic Networking Method
3.1 Overview and Assumptions

This section outlines our networking approach’s clustering method and cluster head selection
process. We chose the DBSCAN algorithm for its advantages, including effective identification and
isolation of noise points, which enhances clustering quality. DBSCAN can detect clusters of arbitrary
shapes in a single scan, a challenge for other algorithms, making it ideal for real-world applications.
Unlike many clustering algorithms that necessitate the preemptive specification of the number of
clusters, DBSCAN does not require this [30], offering flexibility in parameter settings that are
conducive to the real-time processing of vehicles for collaborative decision-making. Moreover, it allows
for the customization of the required radius and minimum number of points based on the specific
scenario, such as adjusting the radius to align with the communication range of the RSUs. However,
DBSCAN also has some limitations; different parameters lead to different clustering results, requiring
parameter tuning for specific scenarios, and the algorithm is weak in recognizing clusters in low-density
regions and may ignore some meaningful low-density clusters.
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A. Assumptions

The modeling scheme proposed in this paper is shown in Fig. 1, where the RSUs in the network
have the same communication capability as the vehicles in terms of communication power. This work
considers dynamic traffic flow, and since in real scenarios, vehicles in opposite directions communicate
with each other for a relatively short period, only vehicles in the lanes of the same direction of travel
are modeled in this paper. For the model proposed in this paper, the following assumptions are made:

(1) All vehicles have LTE and 802.11 p interfaces;

(2) All vehicles have a Global Positioning System (GPS);

(3) All vehicles are traveling in the same direction.

Figure 1: Networking scheme

Based on the above assumptions, a dynamic clustering method based on DBSCAN is proposed
to group a certain number of vehicles in the communication area into clusters, some new parameters
are proposed for CH selection, this parameter is suitable for optimizing the interaction of vehicle
information within the cluster, which will be presented in Section 3.2, and also in CH selection, this
paper focuses on optimizing the repeatability of the information.

B. Vehicle Modeling

Definition 1: The vehicle characteristics at the time t are:

statei (t) = {K, Ri, Pi, Si, Ai}
where K denotes the type of the vehicle, Ri denotes the roadway where the vehicle is located, Pi denotes
the position of the vehicle on the roadway, Si denotes the speed of the vehicle, and Ai denotes the
acceleration of the vehicle.

3.2 Cluster Establishment

1) Dynamic clustering: clustering starts with each vehicle node set to an initialized state, which
means that the vehicles do not belong to any cluster yet. Then, the vehicle starts sending and receiving



1306 CMC, 2024, vol.81, no.1

information about single-hop vehicles within a specified range and forms a neighbor list on its OBU
unit, the content of the information contains the vehicle states described in the previous section, and
if there are enough vehicles around a vehicle node and the neighbor density exceeds a set threshold D,
DBSCAN is promoted to form clusters. The information-sending interval for each vehicle node is T.
Each vehicle is selected in the same traveling direction during cluster formation, and vehicles in the
opposite direction are filtered out to prevent unnecessary clustering. The detailed process of cluster
establishment is described in Algorithm 1.

In the DBSCAN algorithm, the parameter (ε, MinPts) is used to describe how closely the samples
in the neighborhood are distributed. The parameter ε is the distance threshold of DBSCAN and the
parameter MinPts is the minimum number of vehicles to construct a cluster.

Definition 2: A vehicle neighboring vehicle xi is denoted by Nε (xi), which is defined as:

Nε (xi) = {
xj ∈ D|dis tan ce

(
xi, xj

) ≤ ε (1)

xj denotes any of the neighboring vehicles.

Algorithm 1: Cluster Formation
Initial cluster
1 Ordinary vehicle sends an initial message to one-hop vehicle
2 vi waiting for the return initial message
3 d

(
vi, vj

) = compute (Euclidean distance of two vehicles)
4 if d

(
vi, vj

) ≤ ε

5 vi receive position message and collect a neighbor table
6 else
7 repeat procedure 3
8 end
9 if Nε (x) ≥ MinPts
10 trigger DBSCAN and set x as the core vehicle
11 Nε (x) is the cluster number
12 else
13 continue to send an initial message to a neighbor after time T
14 end
15 if an Ordinary vehicle receives more than two message
16 set vo as a gateway node
17 end
18 core vehicles send control messages to vo and vi

19 vi and vo send a current signal to the core vehicle

The following three types of nodes are defined in DBSCAN:

1. Core point: number of nodes |Nε (x)| ≥ MinPts within its immediate neighborhood ε;

2. Boundary point: the number of nodes |Nε (x)| ≥ MinPts within its neighborhood, but the point
falls within the neighborhood of the core point;

3. Noise points: neither core nor boundary points.

1) Core node: after finding the core node, the cluster formed by the neighbors of a core node is
created, and if there is a node in the cluster whose neighbor density is also greater than the threshold,
then the cluster is expanded into the cluster of xi.
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2) Gateway node: In the networking scheme of Fig. 1, the gray vehicle node belongs to two clusters
at the same time, but it does not expand the two clusters into one cluster, and this node can receive and
send messages from two clusters at the same time to realize the communication between the clusters,
and therefore it is set as a gateway node;

3) Cluster head selection and substitution: when creating clusters, the core node is typically located
at the center of the cluster and may not be the closest to the RSU. The collaborative decisions have a
wide transmission range, and the number of involved vehicles is variable. Therefore, it is necessary to
send the cooperation signal to the RSU quickly. To address this, the paper proposes a Vehicle Rating
Model (VSM) to select cluster heads by considering the relative mobility of the vehicle and its distance
to the RSU.

Before performing the calculation, the vehicle’s state characteristics are first normalized as shown
in Eq. (2):

staten
i (t) = staten

i (t) − staten
i (min)

staten
i (max) − staten

i (min)
(2)

where is the nth feature of the vehicle at the moment t, staten
i (min) is the minimum value of the nth

feature, and staten
i (max) is the maximum value of the nth feature.

Definition 3: Relative mobility is calculated by combining three parameters: direction, speed
difference, and acceleration difference between vehicles.

a) Direction: The possibility of clustering is only considered if the vehicles are traveling in the same
direction.

b) Velocity difference: the difference in velocity between a vehicle i and other N vehicles in the
same cluster is:

vi =
N∑

n=1

|vi − vn| (3)

c) Acceleration difference: the difference in acceleration between a vehicle i and other N vehicles
in the same cluster is:

Ai =
N∑

n=1

|ai − an| (4)

d) Relative distance of RSUs: the distance between N vehicles and RSUs in the cluster is:

Di =
N∑

i=1

√
(xi − x0)

2 + (yi − y0)
2 (5)

where (xi, yi) is the coordinates of the vehicle, (x0, y0) is the coordinates of the nearest RSU on the
vehicle’s current roadway.

The VSM model scores the vehicles according to Eq. (6):

Mi = λVi + νAi + ωDi (6)

where (λ, ν, ω) is the weight coefficient, λ + ν + ω = 1. Since the goal of this paper is to achieve
collaborative decision-making optimization of grid-connected electric vehicles, the weight of the
distance to the RSU should be higher than the other two coefficients. When the traffic flow is relatively
large, the vehicle’s speed is slower, and the influence of the distance to the RSU will be greater, and
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when the traffic flow is small, the influence of the vehicle’s speed and acceleration will be moderately
larger. In order to choose the value of λ, ν, and ω, we have performed the simulation several times
according to several values and obtained better results when we chose 0.1, 0.1, 0.8 at high traffic flow
and 0.2, 0.3, 0.5 at low traffic flow, respectively. The detailed procedure of the cluster head selection
algorithm is described in Algorithm 2 and Table 1 explains the message types in the algorithm.

Algorithm 2: Cluster Head Select
1 Initialization:
2 Each node set itself as proposed CH
3 Set some initial parameters and states
4 Each vehicle receives the initial message, then sends a response message and position message
5 vehicle compare their VSM (Mi) and choose their CH
6 Each Time Step:
7 If the node is its cluster head:
8 Update the state of the cluster head
9 Send a control message
10 Record the position of the vehicle
11 Else:
12 Broadcast a position message and response message
13 Process all messages received in the current time step
14 Handle Control Message:
15 If the cluster head in the message is not the current node:
16 Determine whether it is necessary to change the CH
17 Change the cluster head if necessary
18 Handle Position Message:
19 If the cluster head in the message is the current node:
20 Record the positions of all vehicles
21 Forward the message if necessary
22 Leave Cluster:
23 If the current node is the cluster head:
24 Select a new cluster head
25 Send a new leader message
26 Select Next Cluster Head:
27 repeat procedures 4 and 5

Table 1: Message type in the method

Message type Input formation

Control message 1, <time>, <id of CH>
CH Initial message 2, <time>, <id of proposer>, <VSM, Mi>
Response message 3, <id of proposer>, <id of receiver>, <position of receiver>
Position message 4, <lane position>, <distance of RSU>
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At the beginning of the clustering, each vehicle sends a CH initialization message to the rest of
the vehicles, indicating that it wants to be a candidate for the CH. The most suitable CH is selected by
comparing the information passed between the vehicles.

3.3 Messaging Optimization

Through the above steps, it has been possible to form vehicle clusters, but in the case of
relatively high traffic flow, the transmission of information may encounter blockage, which affects
the effectiveness of vehicle collaborative decision-making. In this section, this paper optimizes the
message transmission between vehicles to obtain higher transmission efficiency.

1) Message drop duplication: before sending a message to the RSU, each CH has to check the
duplication between any two messages, so as not to transmit duplicated messages, resulting in a waste
of resources. As soon as a message is received, the CH checks the similarity between the message and
the message stored in its own OBU, if the similarity is high, it can be assumed that the two messages
are duplicated and therefore it will not upload this message to the RSU. Cosine similarity is more
suitable for high-dimensional data than Euclidean distance, and Jaccard similarity is more suitable
for aggregate data, determining the similarity of cluster, not for text detection. It is widely used in
Vehicular Networking Neighborhoods to detect the similarity of strings [1,31], in Eq. (7), it is shown
how to calculate the similarity between two vectors.

cos (θ) =
→
a ·

→
b∥∥∥→

a
∥∥∥

∥∥∥∥→
b

∥∥∥∥
=

n∑
i=1

aibi√
n∑

i=1

ai
2

√
n∑

i=1

bi
2

(7)

where
→
a ·

→
b = ∑

aibi.

The vehicle receives the message, first determines the message type based on the first character, and
performs the similarity test based on the corresponding message form. The absolute value of the cosine
similarity is between 0 and 1, 1 means the same, and 0 means not the same at all, so this paper defines
a threshold G for the cosine similarity, according to which to decide whether the message is uploaded
to the RSU or not, and sets the threshold to 0.9, any two messages with cosine similarity greater than
0.9 will be considered as highly similar, and do not have to be repeated to send. In addition, the control
message and the initialization message contain time and cluster header ID, which are key information,
and the difference between these two messages is very large, and they are not involved in message weight
reduction. In this paper, only response messages and location messages are weighted down.

2) Reducing broadcast messages in the cluster: during the cluster’s initialization phase, each vehicle
sends messages frequently to quickly agree on selecting a specific vehicle as the Cluster Head. Once
the consensus is reached, it’s unnecessary to keep broadcasting that a particular vehicle is the CH at
a high frequency. A mechanism is put in place so that if the Cluster Head’s OBU does not receive
any messages from other vehicles indicating a different CH, the information is transmitted at a lower
frequency.

4 Experiment and Simulation

The experimental setup is first described, then the parameter settings are presented, and finally, the
performance of the proposed grouping method is evaluated in terms of clustering quality and message
overhead. The discussion of the results is carried out in three stages: the impact on the designed DNOV
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results under different clustering metrics, the broadcast performance of the improved algorithm, and
the message overhead comparison with different algorithms.

4.1 Experimental Settings

In this paper, we use sumo and python co-simulation to build a model to evaluate the clustering
method. The information interaction function of a networked electric vehicle goes through RSUs to
distribute information, so in sumo, the simulation scenario shown in Fig. 2 is built according to the
ideal simulation scenario shown in Fig. 1.

Figure 2: Simulation scenario

Each road has six lanes in both directions. The generation of vehicles is related to random
numbers, so the number of vehicles cannot be determined as a constant value. The detailed simulation
parameters are shown in Table 2.

Table 2: Simulation parameters

Parameter Value

Total length 3000 m
Simulation time 500 s
ε (20, 40) m
Minutes 3
Vehicle speed 36–108 km/h
Transmission range 300 m
No. of lanes 3

4.2 Clustering Indicator

In the DBSCAN algorithm, vehicles are classified into three types: cluster head (CH), cluster
member (CM), and noise point (NS), the fewer noise points, the better the clustering effect. Jaccard
similarity is used to calculate the similarity between nodes to determine if vehicles belong to the same
cluster, Euclidean distance measures the linear distance between nodes to determine node density.
Fig. 3 illustrates the application of Jaccard similarity metrics and Euclidean distance metrics for
clustering in the DBSCAN algorithm, with the ε values set to 20 and 40, respectively. Experimental
results indicate that with both ε values set to 20 and 40, the noise ratios formed by the Euclidean
distance metrics are approximately 30% smaller than those using the Jaccard similarity, resulting
in more effective clustering, therefore, Euclidean distance will be used in subsequent experiments.
However, a lower noise ratio does not always mean better performance. As more vehicles join the
cluster, more information is transmitted within the cluster. To prevent a broadcast storm, information
transmission within the cluster is analyzed in two cases after using the Euclidean distance metrics for
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clustering. Since the amount of information is not of the same order of magnitude as the percentage of
noise, the information and noise ratios are standardized and then weighted with a ratio of 3:7. The final
evaluation index is displayed in Fig. 4. Based on the designed experimental scenarios, the evaluation
metrics jointly determined by the amount of information and the noise ratio indicate that a value of
20 is more suitable for the application scenarios in this paper.

Figure 3: DBSCAN noise ratio using different metrics

Figure 4: DBSCAN uses comprehensive scores of different metrics

4.3 Comparison of Broadcast Performance

The effectiveness of the proposed method can be observed by the changing vehicle mobility over
time. When vehicle mobility is low, it is desired that the clusters achieve stable and efficient connectivity,
which facilitates collaborative decision signaling between the cluster heads and RSUs; when vehicle
mobility is high, vehicles will frequently join or exit the clusters, and the cluster heads and RSUs
need to communicate more frequently, resulting in high message overhead. Fig. 5 shows the number
of clusters generated by DNOV at different densities and the average number of vehicles in each
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cluster. In DNOV, the algorithm generates 7 clusters and 14 clusters with an average of 8.6 and 28.1
vehicles in each cluster for low traffic (100 veh/500 s) and high traffic (500 veh/500 s), respectively.
Combining Figs. 5 and 6, it can be seen that both the number of clusters, the number of cars in the
clusters, and the amount of information are increasing as the traffic volume becomes larger, which can
reduce the communication efficiency. In the simulated vehicular scenario, information is constantly
sent between vehicles to ensure real-time updates of cluster states, but in a relatively short period, the
positions, states, and cluster states of the vehicles may not change much, so the information sent is not
particularly utilized, but instead causes bandwidth constraints.

Figure 5: Number of clusters generated by DNOV at different densities and the average number of
vehicles in each cluster

In this paper, the cosine similarity detection algorithm and the reduction of the broadcasting
frequency are used to alleviate bandwidth usage. As shown in Fig. 6, after the introduction of the
message delivery optimization method, the amount of information generated achieves a reduction of
about 19% compared to that before the optimization; in particular, in the low traffic flow case (50–
100 veh/500 s), about 37% of the information is reduced, and the algorithm reduces the amount of
information by about 13% in the medium-high traffic flow case, probably because in the low traffic
flow, the change of the position between the vehicles is not very frequent, the spacing itself is relatively
large, and less conflict information is generated after forming clusters. In the case of medium and
high traffic flow, the density of vehicles is large, the change of position is more frequent, and more
information about cluster head selection is generated, and more information needs to be transmitted
to ensure the state of clusters, so the effect of the information transmission optimization is relatively not
obvious. To achieve collaborative decision-making, it is necessary to pass the collaborative decision-
making signal in the shortest possible time, all the vehicles belong to the cluster and the vehicles in the
cluster agree with a certain vehicle as the core vehicle of this process is defined as the execution time,
before and after the optimization of the execution time is shown in Fig. 7. It can be seen that when
the traffic volume becomes larger, more information needs to be transmitted and the execution time
of the system increases reducing the communication efficiency of the cluster. The optimized algorithm
reduces the execution time by about 37% stably in both low-traffic and medium-high-traffic sections.
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Figure 6: Number of information before and after optimization

Figure 7: Execute time before and after optimization

4.4 Message Overhead

In this paper, message overhead refers to the total amount of information sent by all vehicles
to reach a collaborative decision during the simulation time, including initialization information,
feedback information, position information, and control information. Fewer messages mean that
the vehicle consume less bandwidth resources in collaborative decision-making. The FVC algorithm
[32] relies on periodically broadcasting basic safety information in the Dedicated Short Range
Communication (DSRC) standard to exchange vehicle statuses, requests, etc., attaching additional
information to periodic beacons as a way of reducing communication overhead; the HCAR algorithm
[33] utilizes RSUs for clustering, avoiding the need for vehicles to pass on information to reduce the
communication load during the cluster formation phase, but in the cluster maintenance as well as in
subsequent stages, there is no method to reduce the communication load further. These two methods
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are chosen because they have many similarities with the algorithms proposed in this paper, in the
cluster head selection phase, both are combined with many parameters of the vehicle to select, and
both make some optimization in the information transfer of VANET.

The DNOV proposed in this paper is different from FVC and HCAR in that it uses the vehicle
speed difference, acceleration deviation, and relative distance difference from the RSU to select the
CH and utilizes a message weight reduction and a reduced broadcast frequency scheme to reduce
the amount of extra computation in terms of message delivery. Fig. 8 shows that the FVC and HCAR
algorithms require slightly more messages to be sent than the DNOV algorithm. The proposed method
has only a small increment in the amount of data when the intermediate traffic (470–810 veh/500 s)
varies, which should be in high-speed scenarios, where the calculations of the vehicle scoring model
change very little due to the relatively high speed of the vehicles, and when the clusters have reached a
consensus on the cluster heads, the algorithms reduce the frequency of messages sent by the vehicles,
and the cosine similarity is utilized to further reduce the redundancy of the messages. DNOV shows a
reduction in the average message size compared to both HCAR and FVC.

Figure 8: Message volume under different traffic

Another performance metric that can quantify the proposed scheme is the average vehicle state
change. It was mentioned above that DBSCAN can categorize vehicle nodes into three types (Cluster
Head, Cluster Member, and Noise Point), the FVC scheme enables the vehicle to switch within three
states (Uncluster, CM, and CH), and HCAR uses the auxiliary Cluster Head as the fourth state of
the vehicle. In general, a comparatively small number of state changes indicates that the cluster is
structurally stable, but the requirements for the stability of clusters are different in different application
scenarios. stability requirements are not the same.

HCAR changes the state of the vehicle only after the CH or SCH leaves the cluster after the cluster
is formed. The FVC scheme calculates the LET value (the value of the combined velocity, coordinate,
and moving direction) in real time, and selects the most recent cluster head of the vehicle with the
largest LET. DNOV combines the direction, velocity, acceleration, and relative distance to RSUs for
the cluster head selection and iteration, and the DNOV is the most recent cluster head in the simulation
scenario. However, in the simulation scenario, the relative distance to the RSU has a higher weight,
and the communication with the RSU is emphasized more than the FVC, so the cluster head will not
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be changed much. Fig. 9 shows the state changes of the three scenarios during the simulation, with
HCAR being the lowest, and both FVC and DNOV having a higher number of changes.

Figure 9: Average number of vehicle state changes under different flows

5 Summary and Future Work

First, to facilitate information transmission and cooperative decision-making among networked
electric vehicles, this paper proposes a networking method that combines DBSCAN and vehicle
scoring models. In a highly mobile environment, the positions and states of vehicles are constantly
changing. Traditional static clustering algorithms typically rely on fixed position and state data,
causing them to perform poorly in dynamic and rapidly changing traffic environments. The DNOV
method can flexibly adjust the structure and members of the cluster based on real-time vehicle
information to effectively handle the dynamic entry and exit of vehicles, as well as to improve the
efficiency of collaborative decision making. DONV algorithm uses the DBSCAN density clustering
algorithm and vehicle scoring model to form dynamic vehicle clustering and selects the most suitable
vehicles as cluster heads. The vehicle scoring model includes distance parameters to RSU, and the
distance between vehicle and RSU directly affects the information transmission delay and signal
strength. Therefore, when selecting cluster heads, we give priority to vehicles that are closer to RSU
to facilitate cluster heads and RSU to send and receive cooperative signals or data, and improve the
overall traffic efficiency of the system. Immediately after that, in the case of cluster formation and
finding a cluster head, an information transfer optimization method is introduced to reduce further
the resource consumption and the execution time of the whole algorithm caused during cooperative
decision-making. Finally, a systematic evaluation is performed in terms of clustering performance
and information interaction performance. Compared with the FVC and HCAR algorithms, DNOV
reduces the amount of all information generated during the whole algorithm execution process,
because during the simulation process, DNOV performs a similarity test, filters out some highly similar
information, and reduces the frequency of broadcasting the information after the cluster is formed.
All the cluster member vehicles have reached a consensus that a certain vehicle is the cluster head
vehicle. In the average vehicle state change rate index, DNOV does not perform well, compared to
the HCAR scheme, it only changes the state of the vehicle when the cluster head or the auxiliary
cluster head leaves the cluster, compared to FVC, because the parameter RSU distance has a high
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weight in the vehicle scoring system in this paper, and due to the acceleration setting, after a node
is selected as the cluster head, its period score will be high, so the state change rate is low, while the
FVC scheme considers the combined speed, direction, and other parameters and calculates them in
real-time, so the change is high. Moreover, in this work, the real network simulation of the networking
method (such as OMNET++) is still lacking to test the delay and other performance of the networking
method to determine the actual feasibility. In future work, we will simulate the networking method in
OMNET++ to complete the feasibility assessment of the method in the network environment.

This paper focuses on a networking approach suitable for use in electric vehicles for collaborative
decision-making in the context of grid connectivity, based on which many downstream applications
can also be developed for electric vehicles. As the electric vehicles of the same model produced in
the same batch, whose electric drive systems can be considered highly similar, the advantage of easy
collection of drive system state data after the network connectivity of electric vehicles can be utilized to
achieve a collaborative multi-vehicle online search for optimized currents to achieve efficient control
of the electric drive system. In future research, more network simulation tools are planned to verify
the network performance of DNOV as well as to test the multi-vehicle online search for optimized
currents.
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