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ABSTRACT

Printed Circuit Boards (PCBs) are materials used to connect components to one another to form a working circuit.
PCBs play a crucial role in modern electronics by connecting various components. The trend of integrating more
components onto PCBs is becoming increasingly common, which presents significant challenges for quality control
processes. Given the potential impact that even minute defects can have on signal traces, the surface inspection of
PCB remains pivotal in ensuring the overall system integrity. To address the limitations associated with manual
inspection, this research endeavors to automate the inspection process using the YOLOVS deep learning algorithm
for real-time fault detection in PCBs. Specifically, we explore the effectiveness of two variants of the YOLOv8
architecture: YOLOv8 Small and YOLOv8 Nano. Through rigorous experimentation and evaluation of our dataset
which was acquired from Peking University’s Human-Robot Interaction Lab, we aim to assess the suitability of
these models for improving fault detection accuracy within the PCB manufacturing process. Our results reveal
the remarkable capabilities of YOLOv8 Small models in accurately identifying and classifying PCB faults. The
model achieved a precision of 98.7%, a recall of 99%, an accuracy of 98.6%, and an F1 score of 0.98. These findings
highlight the potential of the YOLOv8 Small model to significantly improve the quality control processes in PCB
manufacturing by providing a reliable and efficient solution for fault detection.
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1 Introduction

Smart technologies demand for more compact and powerful electronic devices that drive engineers
to design PCBs with intricate layouts, enhancing functionality within limited space. However, this
progress presents a challenge—PCBs become more susceptible to faults and defects [1]. Even minor
imperfections in signal traces can disrupt electronic systems, necessitating rigorous quality control,
particularly surface inspection [2]. Manual inspection methods, though labor-intensive and prone to
errors, have traditionally been used for this purpose [3], especially with increasingly complex PCB
designs.
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As technology progresses and PCBs become more complex, the limitations of manual inspection
become increasingly apparent [4]. No matter how skilled, the human eye is fallible, and its efficiency
diminishes in the face of intricate designs, miniaturized components, and densely populated boards.
The need for a more robust and efficient inspection system has led to a paradigm shift towards
automation in the field of PCB quality control [5]. Early automated PCB inspection used high-
resolution charge coupled device (CCD)/complementary metal oxide semiconductor (CMOS) sensors,
representing a technological leap. However, accurately interpreting images was a challenge. Tradi-
tional machine vision struggled with precise pass/fail criteria, especially with limited failure samples.
Advanced techniques were explored to overcome these challenges [6]. Convolutional Neural Networks
(CNNs) have significantly improved image recognition and detection and can provide generalized
solutions [7]. CNNs automatically learn image features without explicit extraction methods. AlexNet, a
notable CNN, showed significant improvement in ImageNet LSVRC-2012, surpassing previous mod-
els by 10% [8]. CNNs have also demonstrated near-human performance in recognition tasks [9]. The
objective of the research is to design and develop an effective PCB inspection system using YOLOVS.
YOLOVS is renowned for real-time processing and high accuracy in object detection. We evaluated
YOLOvS8-based models for fault detection in PCBs using an Open Lab dataset of 30,512 images
[10]. Our assessment considered precision, recall, accuracy, mAP (Mean Average Precision), and
IoU (Intersection over Union) thresholds to evaluate the model performance thoroughly. Traditional
machine vision has limited accuracy and is not suited for the industrial context. Furthermore, manual
inspection is very time-consuming, tedious, and prone to human errors. Therefore, we addressed the
limitations of traditional machine vision and manual inspection using YOLOVS for PCB inspection.
The model was trained to recognize various faults, such as missing holes, open circuits, and incorrect
placements. Our YOLOv8-based small Model effectively identified common defects in PCBs, as shown
in Fig. | below.

(a) Missing Hole (b) short | (c) open Circuit

Figure 1: (Continued)
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Figure 1: Detection by our YOLOvVS8-based models of common defects (a) Missing hole (b) Short (c)
Open circuit (d) Mouse bite (¢) Spurious copper (f) Spur

2 Related Work
2.1 PCPs Defect Detection Using Machine Learning

For some time, conventional computer vision techniques have been utilized in PCB defect
detection, combining image processing with classical machine learning algorithms [5]. Despite the rise
of deep learning, traditional methods remain crucial, especially for interpretability, computational
efficiency, and limited labelled data [11]. Deep learning models have revolutionized object detection,
enabling automated identification, classification, and localization of defects [12,13]. These techniques
leverage labelled data to learn patterns and relationships, significantly advancing PCB defect detection
as evidenced by extensive literature [14,15]. Recent studies have extensively explored supervised
learning, particularly Convolutional Neural Networks (CNNs), showcasing their effectiveness in
learning hierarchical features from raw image data for accurate defect classification.

Supervised learning, using labelled datasets of defective and non-defective PCB images, is common
in defect detection. CNNs are favored for automatically learning hierarchical features from raw image
data [7]. Trained end-to-end on large datasets, CNNs extract relevant features and classify images into
defect or non-defect categories [16]. Transfer learning techniques have been particularly effective in
scenarios with limited labelled data [17]. Beyond CNNs, architectures like RNNs (Recurrent Neural
Networks) and GANs (Generative Adversarial Networks) hold promise in PCB defect detection.
RNN:s, like LSTM (Long Short-Term Memory) networks, capture temporal dependencies in assembly
images, while GANSs generate synthetic defect images for data augmentation or unsupervised anomaly
detection [11]. Shen et al. [18] explored LSTM networks for temporal dependencies in assembly images.
Yu et al. used GANSs to generate synthetic defect images and unsupervised anomaly detection [19].

Ensemble learning techniques, such as Random Forests and Gradient Boosting Machines
(GBMs), were applied to improve classification accuracy and robustness in PCB defect detection.
These methods combined multiple base classifiers to make predictions, which are particularly useful
in scenarios with complex data distributions or imbalanced datasets. Ensemble learning techniques
discussed by Li et al. [20] have been utilized to improve classification accuracy and robustness in
PCB defect detection. Clustering algorithms group similar features, and autoencoders have been used
for PCB defect detection. Auto encoders identify deviations from learned representations, signalling
potential defects [21].
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Furthermore, in [22], the researchers have explored the use of variational autoencoders (VAEs) to
estimate reconstruction uncertainty and detect anomalies in PCB images, contributing to the field of
unsupervised fault detection techniques. As studied by [23], semi-supervised learning methods used
labelled and unlabelled data for PCB defect detection. Semi-supervised CNNS, initialized with pre-
trained weights on unlabelled datasets and fine-tuned on labelled PCB images, improved performance
and robustness in defect classification tasks.

2.2 YOLO-Based Detection

YOLO, which stands for You Only Look Once, is a single-stage object detection network that
contrasts with two-stage networks like R-CNN (Region-CNN) and Faster R-CNN [9,24]. While
YOLOQ’s accuracy may be slightly lower, its detection speed is faster, maintaining excellent accuracy
[25,26]. Many scholars have utilized YOLO networks to enhance object detection results [27]. The
YOLO represents a paradigm shift in object detection networks, distinguished by its one-stage
approach [28]. In contrast to R-CNN [7] and Faster R-CNN, the YOLO series is efficient in requiring
only a single pass over the image to generate the detection results [29].

The YOLO object detection algorithm has evolved significantly from version 1 to version 8§,
improving accuracy, speed, and overall performance [30]. Fig. 2 visually depicts this evolution from
YOLOVI1 in 2015 to the latest iteration, YOLOVS, introduced in 2023.

Scaled YOLO v4 DAMO YOLO
PP-YOLO PP-YOLOE

YOLO YOLOvS YOLOv7
s | o N o: RETOE
;
YOLOR

YOLOS
PP-YOLOv2

Figure 2: YOLO object detection methods timeline

The YOLOVS architecture introduces changes like replacing the initial 6 x 6 convolution with
a 3 x 3 convolution in the stem and incorporating Concatenated Bottleneck Stem (CBS) in C2f
(Channel-to-Pixel) and C3 (Cross Stage Partial Bottleneck with 3 convolutions) [31]. Fig. 3 illustrates
the YOLOv8 C2f Module’s design for efficient feature extraction and fusion. It begins with a
Convolutional Block with Stride (CBS) operation, down-sampling spatial dimensions and extracting
essential features. Subsequent concatenation operations fused feature maps from different network
stages, enabling multi-scale information utilization for better object detection. A bottleneck structure
within the module reduces computational complexity while maintaining representational capacity,
enhancing feature extraction and fusion efficiency.
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Figure 3: YOLOv8 C2f module

YOLOVS utilizes mosaic augmentation, combining four images to diversify training scenarios
for better object detection. The anchor-free model simplifies detection by predicting object centers,
which is crucial for precise localization in PCBs. Table | compares classification performance between
YOLOVvVS and YOLOVS, highlighting differences in model size and capabilities.

Table 1: Image classification performance comparison (YOLOVS5 vs. YOLOVS)

Model size YOLOV5S YOLOV8 Difference
Nano 28 37.3 +33.21%
Small 37.4 44.9 +20.05%
Medium 45.4 50.2 +10.57%
Large 49 52.9 +7.96%
Xtra Large 50.7 53.9 +6.31%

Recently, domestic studies have applied YOLO-based detection. For example, Lan et al. [32]
applied YOLOV3 in complex and multiple target backgrounds. Their model achieved high accuracy in
real-time operations. The YOLO (You Only Look Once) model has been extensively used worldwide,
and its performance and speed are increasing. Researchers like Bochkovskiy et al. [33] used YOLOv4
for real-time object detection in autonomous vehicles, achieving high accuracy and efficiency. Most of
the local studies focused on agriculture, while international research seems to focus on various fields,
such as autonomous vehicles and real-time processing. However, there is a gap in the integration of
YOLO in PCB, and the aim of this study is to bridge the gap.
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3 Methodology
3.1 Data Collection

The PCB dataset used here originates from TDD (Test Driven Development)-net [34], a small fault
detection network for PCBs provided by Peking University’s Open Lab on Human-Robot Interaction.
It comprises 9964 images and annotations, showcasing various PCB configurations and simulated
defects, including Missing Holes, Rate Bites, Open Circuit, Short, Spur, and Spurious Copper. These
defects mimic common real-world PCB anomalies encountered during manufacturing and usage, as
shown in Fig. 4 and Table 2 below.
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Figure 4: PCB defects (a) Missing hole (b) Open circuit (c) Short (d) Spur (e) Spurious copper (f)
Mouse bite

Table 2: Original dataset

Classes Number of images
Missing hole 1707
Open circuit 1628
Mouse bite 1725
Short 1598
Spur 1642

Spurious copper 1664
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3.2 Annotation

The PCB dataset was annotated using Roboflow, where images were imported, and classes for
components and fault types were defined, as shown in Fig. 5 below. Bounding box annotation tools
were used to label regions of interest, with iterative refinement allowing for adjustments. Roboflow’s
dataset management features aided organization and versioning.

Figure 5: Annotation heatmap of all classes (a) Open circuit (b) Short (c) Mouse bite (d) Spur (e)
Spurious copper (f) Missing hole

3.3 Pre-Processing and Augmentation

The dataset for our PCB fault detection model underwent thorough pre-processing and aug-
mentation to optimize its suitability for training. Standardization of the average image size to 0.36
megapixels ensured uniform representation. Auto-orientation aligned images consistently and resized
them to a 640 x 640 pixels standardized input size while introducing augmentation. Each training
example yielded three outputs, diversifying the dataset and promoting a better understanding of PCB
configurations and fault instances.

Horizontal and vertical flips were incorporated into the augmentation process, expanding the
dataset by introducing mirrored versions of the original images. This horizontal and vertical mirroring
helped the model generalize better than before by exposing it to component placement and orientation
variations commonly encountered in real-world PCBs. Cropping, another augmentation technique,
was applied with a minimal zoom of 0% and a maximum zoom of 20%. This feature introduced
variability in the dataset by presenting different scales of the same images, mimicking varying distances
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or perspectives. Such variations are crucial for training a model that can effectively identify faults
across scales and zoom levels.

Color representations were diversified through adjustments in saturation and exposure. Saturation
levels were varied between —25% (desaturation) and +25% (enhanced saturation), introducing a range
of color tones to the dataset. Similarly, exposure levels were modulated between —10% (reduced
exposure) and +10% (increased exposure), contributing to variations in brightness. These adjustments
simulated the diverse lighting conditions encountered in real-world scenarios, preparing the model for
the challenges of detecting faults in varying environmental conditions.

To replicate real-world imperfections, up to 0.61% of pixels in each image underwent noise
simulation. This introduced subtle irregularities, enhancing dataset realism and aiding the model
in identifying faults amidst image noise. These pre-processing and augmentation measures greatly
enhanced dataset diversity and robustness. Variations introduced through resizing, flipping, cropping,
and color adjustments simulated real-world complexities, providing the fault detection model with a
comprehensive training set. The deliberate noise introduction challenges the model to discern genuine
faults from image irregularities.

3.4 Experimental Setup

This research utilised Google Colab’s computational power, specifically NVIDIA Tesla K80
GPUs, to expedite training deep learning models like YOLOVS. Leveraging GPUs (Graphics Process-
ing Unit) accelerate complex model training by handling intensive tasks, reducing training times, and
enhancing efficiency. Google Colab’s accessibility and scalability make it ideal for PCB defect detection
research, where large dataset processing and model training are common. We employed Google Colab
to train and evaluate YOLOVS models on a dataset of 30,512 PCB images, facilitating accurate and
efficient defect detection performance assessment.

In our experiment, we trained and fine-tuned both YOLOvS Small and YOLOv8 Nano models on
the same annotated PCB image dataset. We utilised transfer-learning techniques for defect detection
tasks, to ensure that both models had access to the same data and underwent comparable training
procedures. Fig. 6 illustrates the workflow.
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Figure 6: Model workflow
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3.4.1 YOLO Detection Backbone

YOLOVS utilized a modified CSPDarknet53 as its backbone network to improve feature extrac-
tion and overall performance. This network underwent downsampling five times, generating five scale
features labelled B1-B5. The structure is illustrated in Fig. 7 below.

Head
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Figure 7: Model architecture

YOLOVS substituted the Cross Stage Partial (CSP) module with the C2f module to optimize
feature extraction while maintaining computational efficiency. It included gradient shunt connections
to boost information flow, enhancing efficiency while maintaining a lightweight model. Additionally,
the CBS module applied convolutional operations on input data and then used batch normalization
and activation through the SiLU (Sigmoid Gated Linear Unit) function. The backbone network
finished with the Spatial Pyramid Pooling Fast (SPPF) module, which pooled the input feature maps
into a fixed-size map to produce an adaptive size output.

3.4.2 Neck

Drawing from PANet (Path Aggregation Network), YOLOVS integrated a PAN-FPN (Path
Aggregation Network with Feature Pyramid Network) structure into its design. Unlike previous
models like YOLOvS and YOLOvV7, YOLOVS simplified the PAN structure by eliminating the convo-
lution operation after up-sampling, maintaining performance while achieving a lightweight model. In
the YOLOv8 PAN structure, two feature scales were denoted as P4-P5 and N4-N5, corresponding
to PAN and FPN structures, respectively. Traditional Feature Pyramid Networks (FPNs) adopt a
top-down approach for conveying deep semantic information, which may lead to the loss of object
localization details. To address this, PAN-FPN merged PAN with FPN, creating a network structure
that integrates both top-down and bottom-up pathways. This integration improved the learning of
location information by merging P4-N4 and P5-N5 features, thereby enhancing path development
in a top-down approach. Consequently, PAN-FPN achieved comprehensive feature fusion, merging
shallow positional with deep semantic information. By integrating both top-down and bottom-up
pathways, PAN-FPN guaranteed the complementary nature of shallow positional and deep semantic
information, enhancing the diversity and completeness of features. This fusion enhanced the model’s
efficiency in object detection and localization problems.
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3.4.3 Head

The detection mechanism in YOLOVS utilizes a decoupled head structure, as illustrated in Fig. 7.
Unlike traditional models, this architecture uses two distinct branches specifically designed for object
classification and bounding box regression tasks. Each branch applies unique loss functions suited to
its requirements. The binary cross-entropy loss (BCE Loss) was used for object classification, while
distribution focal loss (DFL) and Complete Intersection over Union (CloU) were used for bounding
box regression.

The decoupled head structure of YOLOvS8 improved detection and sped up its convergence. Sep-
arating classification and regression tasks into distinct branches allowed the model to independently
focus on learning and optimising each aspect. This task compartmentalisation enabled more targeted
training, capturing intricate patterns and nuances associated with object classification and localisation
more effectively. Additionally, YOLOvVS adopted an anchor-free detection approach, simplifying
the training process by eliminating predefined anchor boxes. This process reduced computational
complexity and improved efficiency.

Additionally, YOLOVS leveraged the task-aligned assigner technique to assign samples dynami-
cally during training. This approach enhanced detection accuracy and robustness by adapting samples
with their respective tasks, ensuring the model received diverse and representative training data.

3.5 Model Training

The pre-processed dataset was divided into training (80%), validation (20%), and testing (20%)
sets to facilitate model training and evaluation. The validation set was used to validate the model and
tune hyperparameters, while the testing set served as an independent benchmark for evaluating model
performance. Transfer learning techniques were applied to fine-tune the selected YOLOvVS model on
the training set, with adjustments made to hyperparameters as necessary. Model performance was
evaluated on the validation set to avoid overfitting and ensure robustness. During the training phase,
both models underwent a rigorous training regimen to optimize their performance for defect detection.
Hyperparameters such as learning rate, batch size, and optimization algorithms were carefully tuned
to ensure optimal convergence and generalization.

3.6 Performance Evaluation

To ensure a comprehensive and objective comparison, we established evaluation criteria encom-
passing various aspects of model performance. Key metrics included precision, recall, mean Average
Precision (mAP), computational requirements, and deployment feasibility. By considering multiple
performance indicators, we aimed to gain a holistic understanding of each model’s capabilities and
limitations. Recall is the ratio of true positive predictions to actual positives, as shown in Eq. (1).
Precision is the ratio of true positive predictions to all positive predictions, as shown in Eq. (2).

Recall = TP/(TP + FN) (1)
Precision = TP/(TP + FP) (2)

True Positive (TP) is the count of accurately predicted positive cases, whereas False Positive (FP)
represents the count of incorrectly predicted positive cases. True Negative (TN) refers to the number
of correctly identified negative cases, and False Negative (FN) signifies the number of incorrectly
identified negative cases.
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In Eq. (3), the F-Measure (FM) is computed using precision, recall, and their harmonic mean.
Precision (P) denotes the ratio of true positive cases to the total number of cases predicted as positive,
whereas recall (R) indicates the ratio of true positive cases to the total number of actual positive cases.

The F-Measure (FM) integrates precision and recall into a single metric that balances both. It is
computed using the formula provided in Eq. (3).

Rx P
R+ P

FM =2 x

(€)

This metric enables a thorough evaluation of a classification model’s performance by taking into
account its ability to accurately identify positive cases and to detect all positive cases within the dataset.

In the YOLOVS algorithm, the localization loss is calculated using the Complete Intersection over
Union (CloU) metric using Eq. (4) below:

102( , ht)
LCIoU =1—1oU + ———+ xv 4)
c

Here, o shows the trade-off, and v measures the consistency of the aspect ratio. These parameters,
o and v, are defined in Egs. (5) and (6).
%

=1-— 5

“ 1—IoU +v )
4 st ?

V= = (artan% — arctan %) (6)

LClIoU represents localization loss, @ shows trade-off, and v measures the aspect ratio consistency.
Here, w*" and hgt denote the width and height of the ground truth box, while w and / denote the width
and height of the predicted box. The term c refers to the diagonals of the smallest enclosing rectangle
for the actual and predicted boxes, respectively.

The loss function covers the overlap area, centroid distance, and aspect ratio in bounding box
regression, but it primarily focuses on aspect ratio differences rather than confidence levels. This
emphasis can impede effective similarity optimization and precise positioning. EIoU (Expected
Intersection over Union) improves upon CloU by separating the aspect ratio influence factor to
independently compute the lengths and widths of the target and anchor boxes. EIoU consists of
overlap loss, centre distance loss, and width-height loss components. While the overlap loss and
centre distance loss follow CloU principles, the width-height loss directly minimises differences in
the widths and heights of the target and anchor boxes, speeding up convergence. By leveraging the
actual length and width discrepancies between the predicted and labelled boxes, EIoU enhances the
back-propagation process and improves the detection performance of small targets.

4 Results and Discussions
4.1 YOLOv8n Model

4.1.1 Model Training Results

Evaluating the YOLOv8 Nano model for PCB defect detection offered valuable insights into
its performance across various metrics, revealing its effectiveness for real-world applications in
industrial quality control. With a precision (P) score of 0.95 and a recall (R) score of 0.919, the
model demonstrated commendable accuracy in identifying defect instances, as depicted in Fig. §
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and the confusion matrix in Fig. 9. Moreover, the mean Average Precision (mAP) values of 0.956
for mAP50 and 0.429 for mAP50-95 showcase the model’s consistent detection performance across
different Intersection over Union (IoU) thresholds. Furthermore, its consistent performance across
different IoU thresholds enhances its reliability in detecting defects under varying conditions, ensuring
comprehensive defect detection capabilities.
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Figure 8: Training loss, precision, recall, and mean average precision results of the YOLOv8n model

4.1.2 Model Precision Confidence in Fault Detection

The training results of the YOLOvVS Nano-based model revealed a remarkable confidence score
of 1, attained at a confidence threshold of 0.89, as shown in Fig. 10. This exceptional precision
level signified the model’s unparalleled accuracy at a relatively high confidence threshold, effectively
minimizing false positive predictions.

Its cautious labelling minimized false alarms, ensuring only genuine defects were flagged. This
precision is due to the YOLOvVS Nano model’s advanced architecture and feature extraction, trained to
discriminate accurately. The model’s conservative thresholding strategy prioritizes accuracy, reducing
noise and false positives for reliable defect detection, which are crucial in industrial settings to prevent
disruptions.

4.1.3 Model F1 Score

The F1 score is a comprehensive metric for assessing the model’s overall classification perfor-
mance. A high F1 score signifies that the model effectively identifies defect instances while reducing
both false positives and false negatives. Fig. 11 shows an F1 score of 0.93 at a confidence threshold
of 0.370 across all classes. This indicated strong classification performance, effectively balancing
precision and recall. The chosen confidence threshold represents the optimal operational point,
maximizing the model’s F1 score and affirming its reliability in accurate classifications. Additionally,
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consistent F1 scores across all classes highlight the Nano model’s effective generalization capability,
ensuring stable performance across diverse defect categories.

Confusion Matrix

2
gl 700
o 13
=
@
u
&
2 600
'QI
- 53
w
=
(=]
£
= 500
=
S, - 48
(=
[+1}
(=8
o
400
5
g5 6
v £
@ v
&
- 300
5
a- 94
w
@
3 - 200
(=8
o
UI
o= 92
= |
o
e
=
o
n =100
=
c
3
g- 1 24 22 38 a2 29
&
o
2
] [ [ (] [] [ i o 0
missing_hole mouse_bite open_circuit short spur spurious_copper background
True

Figure 9: Confusion matrix of the YOLOv8n model

4.1.4 Model Precision Recall

The model achieved a mean Average Precision (mAP) of 0.956 at an Intersection over Union (IoU)
threshold of 0.5 for all classes, as depicted by the precision-recall curve in Fig. 12 below. The attainment
of a high mAP score shows the model’s effectiveness in achieving both high precision and recall,
which are vital for ensuring reliable defect detection systems. The mAP score of 0.956 demonstrates
the model’s proficiency in accurately detecting defect instances across different categories in the PCB
images. Precision performance is crucial for industries where even minor defects can lead to significant
consequences in product performance and reliability. Industries can leverage this model to enhance
quality control processes, ensuring the production of high-quality PCBs with minimal defects.
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Figure 10: Precision confidence curve of the YOLOv8n model
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4.2 YOLOv8s Model Training Results

The evaluation of the YOLOv8 Small model for PCB defect detection shows its robust per-
formance. The model effectively identifies defect instances with high precision and recall scores
while minimising false positives and negatives. Additionally, the model shows outstanding mean
Average Precision (mAP) values at various Intersections over Union (IoU) thresholds, highlighting
its consistent detection performance and the dependable distinction between true positive and false
positive detections.
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In comparison to the YOLOvVS Nano model, the YOLOv8 Small model demonstrated superior
detection accuracy and performance. Despite both models showing commendable precision and
recall, the Small model outperformed the Nano model in mAP values, as depicted in Fig. 13. This
indicated that the Small model excelled in capturing relevant defect instances, especially with varying
degrees of overlap with ground truth annotations. Its effectiveness lies in its balanced architecture,
achieving a harmonious balance between model complexity and detection accuracy. Unlike the Nano
model prioritizing lightweight processing for resource-constrained environments, the small model
offers enhanced detection capabilities without sacrificing computational efficiency. This makes it well-
suited for applications requiring higher detection accuracy, such as industrial quality control in PCB

manufacturing.
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Figure 13: (Continued)
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Figure 13: Training loss, precision, recall, and mean average precision results of the YOLOv8s model

Fig. 14 displays our model’s confusion matrix, contrasting predicted classifications with true ones
across various classes like ‘missing hole’, ‘mouse bite’, ‘open circuit’, ‘short’, ‘spur’, ‘spurious copper’,
and ‘background.’” Each cell in the matrix represents the prediction count for a specific pairing of
predicted and true categories. The intensity of blue shading within cells indicates count magnitude,
with darker shades indicating higher counts. Cells along the diagonal represent correct predictions
(true positives), where the predicted category matches the true one, while off-diagonal cells represent
errors (false positives and false negatives). Analyzing this matrix offers crucial insights into our model’s
predictive capabilities and nuances.
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Figure 14: Confusion matrix of the YOLOv8s model
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Our model demonstrated excellent proficiency in accurately classifying specific defect categories.
Particularly, ‘mouse bite,” ‘open circuit,” and ‘spurious copper’ showcase successful prediction, evident
from the high true positive counts within corresponding diagonal cells of the matrix. This outstanding
performance underscores the model’s ability to recognize subtle nuances and patterns within defect
categories, ensuring highly accurate classification.

Furthermore, ‘missing hole’ emerges as another category wherein our model demonstrates notable
success, evident from the substantial number of true positive counts encapsulated within the corre-
sponding diagonal cells. However, amidst this triumph lies a tale of occasional misclassification, as evi-
denced by a small subset of instances wherein ‘missing hole’ is erroneously categorized as ‘background.’
This observation prompts a deeper inquiry into the underlying features and characteristics that may
contribute to this misclassification, signalling a potential area for refinement and optimization within
the model architecture.

Similarly, the ‘short’ category exhibits successes but challenges misclassifications, particularly
with adjacent categories like ‘spur’ and ‘spurious copper.” While the model accurately identifies
‘short’ defects, further exploration into distinguishing features is needed to improve discriminative
capabilities. Similarly, the ‘spur’ category shows successes but complexities with misclassifications,
highlighting the challenges in accurately classifying these defective categories.

The elements along the diagonal represent the samples accurately classified. Out of 4148 samples,
4090 were predicted correctly, resulting in an overall accuracy of 98.6%.

4.2.1 Model Confidence

The findings indicated an F1 score of 0.98 with the YOLOvVS Small model using a confidence
threshold of 0.408 for all classes, whereas the YOLOv8 Nano model attained an F1 score of 0.93
with a confidence threshold of 0.370 for all classes. These findings indicated that the YOLOvS Small
model surpassed the Nano model in terms of F1 score, reflecting a better balance between precision
and recall.

The comparative analysis of F1 confidence curves highlighted the performance disparities
between the YOLOvVS Small and YOLOvVS Nano models, as shown in Fig. 15 below. The higher
F1 score attained by the Small model signified its superior precision and recall in defect detection
tasks, indicating its potential for more accurate and reliable classifications. This suggested that the
Small model may be better suited for applications where precision is critical, such as in quality
control processes.

4.2.2 Model Precision Recall

The results showed a precision-recall value of 0.987 mAP with the YOLOvVS Small model,
using an IoU threshold of 0.5, while the YOLOv8 Nano model achieved a precision-recall value of
0.93 mAP at a comparable threshold, as shown in Fig. 16 below. These results indicated differences
in the precision-recall characteristics between the two models, with the Small model demonstrating
higher precision and recall values.
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Figure 16: Precision recall curve of the YOLOv8s model

Moreover, the choice of ToU threshold plays a pivotal role in determining the precision-recall
trade-off. A higher IoU threshold results in stricter criteria for accepting detected objects, leading
to higher precision but potentially lower recall. Conversely, lowering the IoU threshold may improve
recall at the expense of precision. Thus, understanding the implications of different IoU thresholds is
crucial for optimising model performance according to specific application needs.

4.3 Performance Comparison with Other YOLO Versions

The YOLO-MBBIi model [1] achieved a precision of 95.3% and a recall of 94.6% with a dataset
size of 1200. Pan et al.’s YOLOv5m model achieved a precision of 97.8% [4]. Tang et al.’s YOLOVS
model achieved a precision of 95.97% [35]. Our proposed YOLOv8s model surpassed these with a
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precision of 98.7% and a recall of 99%. Furthermore, the YOLOv8 model handled a dataset size
of 30,512 efficiently. These results underscored the YOLOVS architecture’s effectiveness in achieving
high precision and recall rates while managing larger datasets. Fig. 17 shows the fault detection in

random images.

Figure 17: Detection of faults using random PCB images

The following Table 3 shows a comparison of YOLOV3 [32], YOLOv5m [4], YOLOVS [35], and
YOLOV7 [36] and our YOLOVS Small and YOLOv8 Nano comparison.

Table 3: Comparison of mean average precision of other versions of YOLO and our YOLOvVS Small

and YOLOvS8 Nano

YOLO versions

mAP (%)

YOLOvV3
YOLOvVSm
YOLOv5
YOLOvV5Sn
YOLOVSs
YOLOVG6s
YOLOvV7-tiny
YOLOvVS Nano
YOLOvVS Small

92.13
97.8
95.97
65.9
87.4
90.3
79.4
95

98
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4.4 Research Limitations

While our study offers valuable insights into the efficacy of YOLOvS8-based models for fault
detection in printed circuit boards (PCBs), it is imperative to recognize the inherent limitations of our
research. The narrow scope of our investigation, focusing solely on YOLOvVS Small and YOLOvVS Nano
models, imposes constraints on the generalizability of our findings. This limitation underscores the
necessity for broader exploration across a diverse array of deep learning architectures to understand
their applicability in PCB fault detection comprehensively.

Moreover, it is crucial to diversify the datasets used for training and evaluation to enhance
the robustness and applicability of research findings. While our study leveraged a specific dataset,
extending research to encompass datasets with varying characteristics, such as size, complexity, and
domain-specific challenges, will provide a more comprehensive assessment of model performance. By
incorporating diverse datasets representative of real-world PCB inspection scenarios, researchers can
better understand the generalizability of their findings and ensure the development of robust fault
detection systems capable of handling a wide range of practical challenges.

5 Conclusion

This research demonstrated the efficacy of the YOLOv8 small-based deep learning model in
enhancing fault detection in PCBs. Both YOLOvV8 Small and YOLOvVS Nano achieved commendable
levels of precision and recall, accurately identifying and classifying various fault types. Comparative
analyses unveiled performance discrepancies between the two models, with YOLOv8 Small showcasing
a marginally superior detection accuracy of 98.6%, necessitating more computational resources than
YOLOvVS Nano, which has an accuracy of 95.6%. Our study findings underscored the robustness of
YOLOv8 Small and YOLOv8 Nano models in defect detection within printed circuit boards, yielding a
precision-recall value of 0.987 mAP at an IoU threshold of 0.5. In contrast, the latter achieved a slightly
lower precision-recall value of 0.93 mAP at a comparable threshold, indicating a marginally decreased
detection accuracy relative to YOLOv8 Small. This nuanced trade-off between detection accuracy
and computational efficiency emphasizes the imperative of deliberating over factors such as model
intricacy and resource demands when opting for a deep learning architecture for PCB fault detection
tasks. Consequently, our findings underscored the critical significance of factoring in aspects like
model complexity and computational efficiency while selecting a deep learning architecture tailored
for PCB fault detection endeavors. Future research could explore optimizing the computational
efficiency of the YOLOVS models or developing hybrid approaches to balance accuracy and resource
demands for enhanced PCB fault detection.
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