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ABSTRACT

The expansion of smart cities, facilitated by digital communications, has resulted in an enhancement of the quality
of life and satisfaction among residents. The Internet of Things (IoT) continually generates vast amounts of data,
which is subsequently analyzed to offer services to residents. The growth and development of IoT have given rise
to a new paradigm. A smart city possesses the ability to consistently monitor and utilize the physical environment,
providing intelligent services such as energy, transportation, healthcare, and entertainment for both residents and
visitors. Research on the security and privacy of smart cities is increasingly prevalent. These studies highlight the
cybersecurity risks and the challenges faced by smart city infrastructure in handling and managing personal data.
To effectively uphold individuals’ security and privacy, developers of smart cities must earn the trust of the public.
In this article, we delve into the realms of privacy and security within smart city applications. Our comprehensive
study commences by introducing architecture and various applications tailored to smart cities. Then, concerns
surrounding security and privacy within these applications are thoroughly explored subsequently. Following that,
we delve into several research endeavors dedicated to addressing security and privacy issues within smart city
applications. Finally, we emphasize our methodology and present a case study illustrating privacy and security in
smart city contexts. Our proposal consists of defining an Artificial Intelligence (AI) based framework that allows:
Thoroughly documenting penetration attempts and cyberattacks; promptly detecting any deviations from security
standards; monitoring malicious behaviors and accurately tracing their sources; and establishing strong controls to
effectively repel and prevent such threats. Experimental results using the Edge-IToTset (Edge Industrial Internet of
Things Security Evaluation Test) dataset demonstrated good accuracy. They were compared to related state-of-the-
art works, which highlight the relevance of our proposal.
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1 Introduction

Smart cities are commonly defined by their adoption of technology-driven solutions designed to
improve citizens’ quality of life, encourage increased interaction between the public and government,
and support sustainable development initiatives [1]. Smart cities integrate elements of social, envi-
ronmental, and economic advancement through decentralized approaches, enabling more effective
management of critical resources, urban dynamics, and real-time operations. Strategically planned,
these cities feature an information and communication technology (ICT) infrastructure, leveraging
Internet of Things (IoT) sensor technologies to promote social and urban connectivity, thereby
enhancing public participation and governmental efficiency [2]. Numerous cities worldwide have
embraced the concept of smart cities, either by enhancing their existing infrastructure to attain this
status or actively seeking ways to adapt their current resources and networks [3]. These cities are New
York, Stockholm, Dubai, London, Amsterdam, Reykjavik, Paris, Tokyo, Busan.

In a bid to promote economic expansion through technology-driven solutions for citizen engage-
ment, the Government of India (Gol) has announced intentions to develop 100 smart cities nationwide
[4]. In China, a government-led, top-down approach has resulted in a notable expansion of smart
city initiatives, considered deliberate policy decisions aimed at potentially restructuring economic
frameworks, advancing economic progress, retraining and enhancing workforce competitiveness, and
augmenting governmental efficiency and efficacy [5]. Various components within smart cities can
interface and interact with the network infrastructure, utilizing modern technologies like sensors,
mobile cloud computing, networks, electronic devices, and machine learning technologies [6]. Pro-
cessing and managing data are one of the major difficulties in creating smart cities. This pertains to
existing data within city systems and the integration of data with emerging platforms and sensors
within the smart city environment, impacting security and privacy [7]. The significance of tackling
information security, data privacy, and cyber threats early in the design and development phases
of smart cities is highlighted by the potential risks, including unauthorized data access leading to
adverse consequences [8]. As smart city applications exhibit vulnerabilities, individuals may encounter
various security and privacy concerns as cities evolve [9]. For instance, nefarious actors might tamper
with data to skew sensing outcomes, affecting services, decisions, and governance within smart city
environments. Moreover, these perpetrators may launch denial-of-service attacks to disrupt sensing,
transmission, and control, thereby compromising the quality of intelligent services in smart cities.
Additionally, the extensive video surveillance systems in smart cities capture a vast amount of images
and videos, which could be used to infer residents’ movements and pose privacy risks [10]. While
existing techniques and practices (such as encryption, authentication, and anonymity) may directly
address these issues, there are still numerous avenues for sophisticated attackers to exploit privacy,
such as side channel attacks and cold boot attacks. Without adequate security and privacy measures,
the adoption of smart cities by the public may be hindered [11].

The following sections of this paper are organized as: Section 2 furnishes background information
pertaining to smart cities, encompassing their benefits and architecture. Section 3 delves into intrusion
detection systems. Following this, Section 4 examines the threat model within a smart city context
and outlines associated research challenges. Technical insights into the architecture of our system
are expounded upon in Section 5. In Section 6, we will evaluate and analyze the performance of the
proposed system. Additionally, this section will scrutinize the outcomes and outline future plans for
this study. It is dedicated to the conclusions and perspectives derived from this research endeavor in
the end.
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2 State of the Art of Smart City
2.1 Smart City Applications

The main objectives of smart cities include fostering economic growth and improving residents’
quality of life [12]. These two objectives can be accomplished by improving efficiency, sustainabil-
ity, enabling citizen participation, and enhancing decision-making through enhanced information
accessibility. Several proposals or implementations of smart city applications have been put forth
to attain this objective [13]. To achieve these objectives, a variety of smart city services are often
integrated and interconnected, as depicted in Fig. 1. Intelligent services provided by smart cities, such
as smart mobility, smart utilities, smart buildings, smart environment, smart public services, smart
governance, smart economy, smart healthcare, and smart citizens, play a crucial role in transforming
urban environments. These services leverage advanced technologies to optimize urban operations,
enhance resource management, and improve the overall well-being of residents.
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Figure 1: Smart city applications

Smart Mobility: Moving on to smart mobility, a key feature frequently linked with smart cities is
a sophisticated transportation system [14]. This system aims to improve traffic safety and efficiency,
decrease commuting time, and elevate residents’ overall quality of life. It encompasses both private
and public transportation, with applications designed to equip intelligent vehicles with advanced
sensor technology and communication networks. These features enable enhanced driver assistance
and potentially autonomous driving capabilities. Furthermore, efforts to reduce travel times and CO,
emissions, as well as improve traffic flow, include the implementation of intelligent, adaptive traffic
lights [15]. Geolocation services, facilitating users in finding the nearest gas station, electric vehicle
charging station, or available parking spaces, play a pivotal role in mitigating delays and enhancing
traffic flow within urban areas [16]. Additionally, on a broader scale, strategies such as minimizing
traffic congestion during peak hours and public events, optimizing bus routes, and promoting shared
bike programs alongside cycling lane networks all contribute to alleviating traffic congestion and
reducing air pollution [17].
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Smart Utilities: Energy, gas, and water consumption are examples of resources that smart utilities
aim to minimize, contributing to both economic expansion and sustainability [18]. Smart grids,
decentralized energy storage and virtual power plants are widely recognized examples of smart
utility applications. These systems may also involve electric vehicles or decentralized electricity
generation, often facilitated by the deployment of smart metering devices. Further instances of smart
utilities comprise activities like monitoring water resources, regulating water pressure, and flexibly
incorporating both conventional and renewable energy sources in response to present and anticipated
electricity requirements [19].

Smart Buildings: Smart buildings aim to increase the energy and efficiency of residential and
commercial spaces [20]. For example, they can adjust lighting and temperature based on people’s
activities and use smart devices to improve daily tasks. Additionally, smart buildings can closely
monitor structural integrity. The concept of home automation, often referred to as ‘smart home’, has
become popular. Smart home increases energy efficiency and creates comfort by combining a sensor
network with an active motor [21].

Smart Environment: The main purpose of a smart environment is to improve urban development
and increase people’s quality of life and safety. This can be achieved by generating maps of noise and
air pollution, among other measures [22]. With such a map, authorities can quickly detect abnormal
or dangerous conditions and take appropriate action, such as imposing road restrictions, issuing
public warnings, or even evacuating cities entirely. Sensor networks can also detect disasters such as
earthquakes, volcanic eruptions, hurricanes, floods and forest fires [23]. Early warning systems play
an important role in reducing loss of life and property. Ideally, the system will work with other smart
city components, such as smart transportation to manage traffic in hazardous areas or smart actions
to cut off electricity in hazardous areas.

Smart Public Services: The objective of smart public services is to ensure the efficient and effective
utilization of public resources. These services encompass various applications, including adaptive
waste management strategies such as optimizing waste collection routes or deploying smart trash
cans equipped with sensors that notify authorities when they reach capacity [24]. Additionally, crisis
management and response applications can equip first responders with crucial information and
resources, including building layouts. Deploying distributed technologies such as network cameras or
audio monitoring systems can further increase the efficiency and effectiveness of public safety services.
Another noteworthy example is energy-efficient smart street lighting that adjusts its intensity based
on the presence of pedestrians and cyclists, thereby enhancing overall traffic safety [25].

Smart Governance: The objective of smart governance is to enhance transparency, increase local
government productivity, and tailor services to meet the needs of citizens [26]. Open data processing
increases efficiency and transparency by allowing users to access and reference a variety of data. In
addition, e-government services allow citizens to carry out various interactions with the government
online, such as planning a wedding or applying for social housing, a residence permit or school
admission. Additionally, individuals can actively participate in urban planning and development
through mobile applications for reporting, online community forums, and community forums to
receive feedback on the development of their city [27].

Smart Economy: The smart economy aims to improve the economy through new business activities
such as consultancy services and partnerships between the public and private sectors. Additionally,
new business models are founded on efforts to combine data from various sources and expand open
data availability. Cities can promote entrepreneurship by providing affordable broadband connectivity,
supporting startup office spaces, and fostering entrepreneur networks [28].
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Smart Healthcare: Smart healthcare involves the effective and efficient delivery of medical treat-
ment. For instance, smart medical facilities have the capability to integrate patient health records from
various sources, thereby enhancing the quality of medical care [29]. Data obtained from wearables and
interconnected medical equipment are also valuable assets in smart healthcare initiatives. Residents can
access healthcare services through telehealth to minimize waiting and travel times. Additionally, smart
medical applications aim to empower patients by giving them control over their health and disease-
related information.

Smart Citizens: Smart cities aspire to empower individuals to foster informed residents and
cohesive communities [30]. For example, smart education initiatives encompass lifelong learning
programs targeting various aspects such as employability, digital inclusion, or specific demographics
like autistic children. Providing subsidized internet connectivity in underserved areas can aid residents,
while interactive information kiosks serve to connect both locals and visitors to a wide array
of services.

Smart City Applications (Environmental Monitoring and Utilization): In this section, I have
outlined the various intelligent services that smart cities offer. These services leverage a variety
of technologies to monitor and utilize the physical environment effectively, enabling the delivery
of intelligent services. This includes deploying sensor networks to gather real-time data on air
quality, noise levels, and other environmental parameters. Internet of Things (IoT) devices, such as
smart meters, monitor energy and water consumption, promoting resource efficiency. Geospatial
technologies and satellite imagery provide detailed insights into land use, environmental changes, and
disaster impacts. Advanced data analytics and artificial intelligence process this data for predictive
modeling and decision support. Citizen engagement platforms further enhance transparency and
resident participation in urban environmental management. Together, these tools enable smart cities to
optimize operations, enhance sustainability, and improve the overall quality of life for their residents.

2.2 Enabling Technologies

The innovation and technology of a smart city derive mainly from the use of supporting
technologies rather than the use itself [31]. Through our literature review, we have divided common
technologies relevant to the ‘smart city’ concept into nine different categories: wearable technology,
ubiquitous connectivity, smart maps, sensor networks, smart vehicles, autonomous systems, cloud
computing and open data, as shown in the Fig. 2.

These technologies themselves have been enabled by earlier technological developments. Embed-
ded systems, for example, have greatly accelerated ubiquitous and pervasive computing. The ability
to perform complex operations on portable devices or even household appliances is made possible
by smaller, faster microprocessors. The lifespan of mobile devices and outdoor sensors is extended
by energy-efficient processors and durable batteries [32]. Even the smallest objects can contain
communication capabilities that allow them to be integrated into smart city networks using radio
technology, such as passive RFID tags and microstrip antennas. Most smart city projects use a
combination of two or more of these core technologies. For example, the capacity to monitor noise
and air pollution citywide in real-time, facilitated by pervasive connectivity and participatory sensor
networks, contributes to creating a more intelligent environment. The integration of these technologies
underpins the foundational framework of smart cities, demonstrating their collective role in enhancing
urban efficiency and sustainability.
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Figure 2: Smart city technologies

Ubiquitous Connectivity: Many services rely on user devices that require internet connectivity, such
as smartphones, tablets, smart devices or smart gadgets. In urban settings, the majority of households
now have access to broadband internet via landline connections, with the availability of high-speed
cellular networks like 4G expanding rapidly. Emerging technologies like 5G and compact cells are
poised to fully support the next wave of smart city applications [33]. However, opting for a WiFi
connection over cellular offers certain advantages. For instance, transferring large media files may
not be feasible due to data volume limits often associated with cellular internet plans. Moreover, some
users, like international travelers, may lack cellular internet plans, relying instead on alternative means
to access the internet. In such scenarios, initiatives providing free internet access through public WiFi,
possibly offered by municipal authorities, businesses, or private user groups, can effectively serve as a
substitute for cellular connectivity [34].

Smart Cards: Today’s smart cards have evolved to enable cashless transactions, transfer legal
information, and even serve as driver’s licenses and other travel documents. Although smart cards
have been around for a long time, the emergence of wireless smart cards and the integration of smart
card readers have brought about many new applications. The ISO/IEC 14443 standard forms the basis
of modern smart cards, which combine written memory, microprocessor and short circuit technology
[35]. To enable online control of multiple smart card devices, all data must be stored in the smart card
database, which can only be accessed by the smart card reader or writer. Additionally, smart card
readers can be connected to a backend server to provide advanced security measures and accounting
functions [36].

Open Data: It is defined as information that is technically available to the public and legally
permissible for use and analysis by outside parties. Through the facilitation of third-party service
provision leveraging city data, open data initiatives have the potential to foster innovation and augment
government transparency. Cities may opt to utilize open-source portals as a means to divulge data [37].
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Sensor Networks: Sensor networks serve as the cornerstone of numerous smart city applications,
spanning smart public services, smart environments, smart buildings, and smart mobility. Essentially,
they act as data collectors, furnishing the necessary information for well-informed, and potentially
automated, decision-making and actions. Illustrative examples include air quality monitoring, fire
detection, closed-circuit television (CCTV) systems, and induction loops when integrated with a
central traffic control facility. Cities aspire to broaden sensor availability and coverage to encompass
every facet of urban areas [38]. Smart city sensor networks have the potential to integrate the sensing
capabilities of consumer electronics like smartphones. This phenomenon is often called participatory
sensing, crowd sensing, or opportunistic sensing. Furthermore, sensors facilitate location-based
services, particularly now that portable GPS, GLONASS, and Galileo receivers are readily available.

Wearable Devices: Wearable devices or body area network data, unlike data produced by sensor
networks, almost invariably generate personal data unique to the wearer. These devices monitor
various physical activities such as heart rate, blood pressure, and brain activity [39]. Subsequently,
these readings can be relayed to medical professionals via communication technology, thus improving
healthcare. In addition to applications for whole-body monitoring in hospitals, wearable devices can
also be useful in other settings, such as private homes, where vital signs of people with chronic diseases
can be monitored. The United States Communications Commission has already published a separate
line for these two programs. Entertainment wearable devices such as smartwatches and fitness trackers
are also becoming popular [40]. Other examples of wearable devices that can work with smart city
technology and applications include smart glasses and interactive, augmented reality systems. The
widespread adoption of environmental and health monitoring will be further facilitated by smart
nanotextiles equipped with sensing, actuation, and communication capabilities [41].

The Internet of Things (IoT): As defined by [42], the Internet of Things (IoT) represents “a global
infrastructure for the information society, facilitating advanced services through the interconnection
of (physical and virtual) objects using interoperable information and communication technologies.”
Essentially, IoT entails enhancing everyday objects with sensors, actuators, and communication
devices, frequently integrated with big data services. Unlike sensor networks, the IoT involves adding
sensing and communication capabilities to an object’s functionality or service it offers rather than
being its primary feature. Examples of this include smart refrigerators, smart meters, and smart air
conditioning units [43].

Autonomous Systems: In forthcoming urban landscapes, autonomous systems often embodied
as robots will play a vital role. For example, the shift from individually owned vehicles to shared
autonomous transportation could fundamentally alter commuting patterns. Moreover, autonomous
systems can undertake city tasks like waste collection, street cleaning, and even aerial surveillance
using drones programmed for autonomous operation [44].

Intelligent Vehicles: Equipped with an array of sensors, communication tools, or autonomous
driving capabilities, intelligent vehicles can tap into cellular technology for accessing centralized ser-
vices such as traffic updates or emergency assistance. They can also communicate with infrastructure
elements like traffic signals and dynamic road signs or share information spontaneously. In North
America and Europe, ad-hoc communication based on IEEE 802.11p has already been standardized.
Additionally, the rise of ride-sharing and driverless taxi services stands to reshape urban mobility [45].
Given that the average car remains parked for 23 h daily, these systems hold substantial potential for
reducing vehicular congestion.

Cloud Computing: Cloud computing entails delegating computational tasks to external entities
that provide hardware infrastructure, operating system platforms, or entire software applications as
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a service. With cloud computing, the upfront capital expenditure for IT hardware is transformed
into a recurring cost based on service usage [46]. Cloud services enable rapid and efficient scalability
in response to user demand, a crucial aspect in smart cities for ensuring the accessibility of web
services to the public or scaling data analysis operations based on information collected throughout the
city [47].

Smart cities leverage IoT technology to enhance the quality of life for their residents through
improved efficiency and responsiveness of urban services. For example, smart streetlights can adjust
their brightness based on the presence of pedestrians or vehicles, thereby saving energy and enhancing
safety. IoT-enabled water meters help detect leaks and manage water usage more efficiently, while
smart waste bins notify waste collectors when they need to be emptied, optimizing collection routes
and reducing waste overflow. Furthermore, intelligent transportation systems utilize real-time data
sharing between vehicles and traffic management centers to reduce traffic congestion and improve
mobility. This interconnected ecosystem not only improves daily living conditions but also fosters a
more sustainable and efficient urban environment.

2.3 Smart City Architecture

The objective of a smart city is to offer intelligent services by leveraging information gathered
from the physical realm, transmitted through communication channels, and processed in the digital
sphere. This facilitates pervasive sensing and enhances urban governance. As depicted in Fig. 3, it
includes processing units, control and operational components, heterogeneous network infrastructure,
and sensing components [48].
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Figure 3: Smart city architecture [49]

Sensing Components: Various devices, including wearables, smart gadgets and industrial sensors
like smart meters, smartphones and security cameras, serve as sensing components to gather data from
the physical world. Following that, the data is transferred to the processing unit to make decisions,
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serving as the vital bridge between the realms of information and physical reality. These sensing devices
are either carried by users or deployed by government entities, ministries, and businesses. Considering
limitations such as device dimensions, battery longevity, and processing capacity, these sensing devices
with restricted resources often undertake preliminary processing or compression of real-time and
detailed data before transmitting it to the network [50].

Heterogeneous Networks: The infrastructure of heterogeneous networks is fundamental in
enabling the functionality of a smart city, facilitating the coexistence of various applications
and sensing devices. This infrastructure allows for diverse methods of collecting sensing data by
incorporating cellular networks, sensor networks, wireless local area networks (WLANSs), wide area
networks (WAN), device-to-device (D2D) communications, millimeter-wave communications, and
more. By seamlessly integrating different network types, heterogeneous networks serve as a conduit
between the physical and digital worlds in a smart city [51].

Processing Unit: The processing unit employs resilient cloud computing servers, expansive
databases, and tailored control systems to evaluate and process the gathered sensing data from the
physical environment for decision-making purposes. This unit governs the informational landscape
of a smart city, requiring certain privileges and authorizations for authorized entities like government
bodies, hospitals, factories, and users to access the gathered information. Additionally, it establishes
rules or guidelines for decision-making and management within the smart city [52]. The vast amount
of data generated by IoT devices in smart cities is managed and analyzed through advanced data
analytics platforms and cloud computing. These platforms enable real-time processing, storage, and
analysis of data, ensuring timely and informed decision-making.

Control and Operating Components: In a smart city, control and operational aspects like smart-
phones empower the city to impact the physical realm through feedback generated by optimization
and decisions made by the processing unit [53]. These components refine and adjust the physical
environment to improve the city’s quality of life. Additionally, they facilitate bidirectional information
exchange within the smart city, covering both sensing and control tasks. This extensive flow of
information guarantees the monitoring and management of every device or element within the smart
city, ensuring its seamless and effective operation [53].

2.4 Characteristics of Smart Cities

Understanding the disparities between the mentioned smart applications and conventional ones
is crucial. Additionally, prior to devising any new security or privacy protection strategy, it is essential
to thoroughly analyze and incorporate the characteristics unique to smart cities, as depicted in Fig. 4.

characteristics of Smart Cities

Connectivity and Scalability Heterogeneity Resource Constraints Mobility User Involvement

Figure 4: Characteristics of smart cities
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Heterogeneity: The defining characteristic of loT-based systems lies in their considerable hetero-
geneity, encompassing their autonomous nature, dispersed deployment, and utilization by a multitude
of users. This diversity extends to various aspects such as IoT nodes, connectivity technologies,
mobility options, hardware capabilities, and platforms [54]. It’s noteworthy that each smart city
possesses its unique loT architecture, and there exists no universal definition for a smart city.
Consequently, a significant challenge arises from the lack of a standardized security framework and
service across different smart city implementations [55].

Resource Constraints: The majority of IoT devices are constrained by limited memory, battery
life, computing power, and network interfaces due to their utilization of low-power radio protocols.
In general, smart cities utilize embedded devices that are compact, cost-effective, but not as energy-
efficient. These devices frequently have limited storage and random-access memory capacities, usu-
ally equipped with 8-bit or 16-bit microcontrollers. Wireless networks with IEEE 802.15.4 radio
technology also contribute to slow data speeds (ranging from 20-250 kb/s) and small frame sizes
(up to 127 octets) [56].

Mobility: Urban mobility plays a pivotal role in the contemporary development of cities, encom-
passing both intra-city movement and the transportation of goods. Smart city mobility incorpo-
rates technologies like citywide wireless communication, real-time traffic monitoring, and adaptive
problem-solving. The sophisticated connectivity infrastructure of smart cities facilitates customized
transportation solutions to meet changing mobility demands [57].

Connectivity and Scalability: Connectivity serves as the foundational element for any device
to join the smart city ecosystem, playing a fundamental role in advancing smart city initiatives.
Simultaneously, scalability is a critical consideration in smart city deployments. As smart cities evolve
from small-scale implementations to expansive urban landscapes, there’s a surge in data and network
traffic. Thus, scalable systems and mechanisms are indispensable for the effective operation of smart
cities [58].

User Involvement: Beyond technological advancements and infrastructural development, the
essence of smart cities lies in benefiting people. Smart city initiatives extend beyond technology to
encompass human aspects such as learning, creativity, and education. Community engagement is
vital for enhancing the quality and effectiveness of smart applications. Effective security measures, for
instance, stem from a deep understanding of users’ needs and concerns, highlighting the importance
of early user involvement in smart city planning [59].

2.5 Discussion

In summary, smart cities embody a revolutionary strategy for urban progress, harnessing cutting-
edge technologies to elevate efficiency, sustainability, and the overall well-being of inhabitants. Smart
cities rely on a diverse array of data generated by IoT devices to optimize and enhance urban
services. Environmental sensors collect data on air quality, temperature, and humidity, which city
officials use to monitor pollution levels and implement measures to improve air quality. Traffic sensors
gather information on vehicle counts, speed, and congestion, enabling real-time traffic management
and reducing travel time for residents. Smart meters for energy and water usage provide detailed
consumption patterns, helping utilities optimize distribution and encourage conservation efforts.
Additionally, IoT-enabled waste bins generate data on fill levels, ensuring timely waste collection
and preventing overflows. This extensive data collection and analysis enable smart cities to provide
efficient, responsive, and sustainable services, significantly improving the quality of life for their
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residents. Data analysis in smart city environments offers key benefits such as improved decision-
making, efficient resource management, enhanced public services, and increased sustainability. How-
ever, it also presents challenges including data privacy concerns, the need for robust cybersecurity
measures, handling the vast volume of data, and ensuring interoperability among diverse systems.
Characterized by ubiquitous connectivity, data-driven insights, integration of emerging technologies,
and a citizen-centric approach, smart cities embody a vision of interconnected urban ecosystems where
digital innovation drives progress. However, alongside these opportunities come significant security
challenges. Cybersecurity risks, data privacy concerns, infrastructure resilience, and the evolving threat
landscape pose formidable obstacles to the realization of smart city objectives. To address these
challenges, innovative security methods and solutions are imperative. A comprehensive approach,
including proactive threat detection, strong encryption techniques, resilient infrastructure planning,
and collaborative initiatives between public and private sectors, is essential to strengthen the digital
resilience of smart cities and maintain their effectiveness amidst the challenges of urban environments.

3 Security and Cyber-Security Challenges in Smart Cities

Despite the impressive advancements in smart city technologies, virtually all smart applications
remain vulnerable to contemporary cyber threats, including various types of attacks such as back-
ground knowledge attacks, collusion attacks, Sybil attacks, eavesdropping attacks, spam attacks, lika-
bility attacks, inside curious attacks, outside forgery attacks, and identity attacks [60]. In recent years,
numerous instances across various application domains have underscored significant vulnerabilities.
For instance, within smart grid systems, the infrastructure of smart meters may inadvertently expose
individuals’ daily routines and work patterns.

Moreover, both device manufacturers and service providers could potentially access private infor-
mation within the contexts of smart homes and healthcare. Additionally, users’ positions and mobility
behaviors can be inferred from the extensive trajectory data collected by smart mobility applications.
These concerns underscore the ongoing challenges posed by the rapidly evolving landscape of smart
application development, as depicted in Fig. 5.
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Figure 5: Cyber-security challenges in smart cities
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3.1 Cyber-Security Challenges in Smart Cities

Botnet Activities in IoT-Based Smart Cities: IoT systems are increasingly targeted by newly
discovered IoT botnets. The Mirai botnet stands out as a notable illustration, with the capability to
infect a diverse range of [oT devices, including webcams, printers, IP cameras, DVRs, and routers [61].
Once compromised, these devices are harnessed to spread the infection and execute Distributed Denial
of Service (DDoS) attacks against designated servers [62]. Unlike computers and smartphones, IoT
devices often lack robust security measures or have none at all. Unfortunately, the severity of this threat
only became apparent in the latter half of 2016 [63]. Consequently, significant efforts are required
from the security sector to develop new defenses; otherwise, the loT-enabled ecosystem risks being
severely impacted by this new normal of DDoS assaults. Addressing these vulnerabilities is crucial
to safeguarding smart city infrastructures from widespread disruptions and ensuring the reliability of
essential services.

Challenges of Autonomous Vehicles in Smart Cities: Autonomous vehicles (AVs) represent a signif-
icant investment by tech giants, aiming to reduce traffic accidents and foster a more sustainable urban
environment [64]. However, the potential for AVs to be compromised, endangering both personal data
security and human safety, has raised substantial security concerns. Exploiting vulnerabilities, hackers
can remotely manipulate AVs, including sudden braking, engine shutdown, and steering control [65].
Furthermore, the extensive collection of personal data by AV computer systems raises significant
privacy issues. Securing AV technologies against cyber threats is essential to maintain user trust and
safety in smart city environments.

Privacy Concerns with Virtual Reality in Smart Cities: Virtual reality (VR) technology finds
extensive use in technology-driven smart cities, employed by city planning departments, healthcare
providers, and engineering industries. Yet, the sharing of sensitive data with third parties, unencrypted
communication between VR devices, and data stored by sensors pose risks of privacy breaches [66].
Unfortunately, in the rush to deploy these applications, both users and designers have overlooked
privacy considerations. Implementing robust encryption standards and privacy-by-design principles
can mitigate these risks and enhance user privacy in VR applications.

Risks Associated with AI in Smart Cities: Artificial intelligence (Al) systems are integral to many
smart applications, from automated trading systems to household appliances and medical devices.
However, the expanding use of Al raises security concerns. Service providers and manufacturers
can exploit data mining tools to access sensitive information and analyze personal data beyond the
intended scope of their services. Additionally, hackers with Al expertise can devise sophisticated
attacks, potentially undermining the effectiveness of Al-based security mechanisms [67]. Understand-
ing the training methods of machine learning-based protections, attackers may employ strategies
to diminish algorithm reliability. Establishing stringent data governance frameworks and ethical Al
guidelines is crucial to mitigate risks associated with AI deployments in smart city infrastructures.

Impact of Cybersecurity Risks and Privacy Challenges on Resident Trust in Smart City Devel-
opments: Residents’ trust in smart city developments is significantly influenced by the cybersecurity
risks and privacy challenges outlined. The vulnerability of IoT devices to botnet attacks and DDoS
incidents raises concerns about the reliability of essential services and data security within smart cities.
Instances of compromised autonomous vehicles, susceptible to remote manipulation and potential
data breaches, further diminish confidence in the safety and privacy protections of smart trans-
portation systems. Additionally, privacy lapses associated with VR applications and Al-driven data
exploitation exacerbate residents’ apprehensions regarding personal data security and privacy invasion
in urban environments. Mitigating these risks through robust cybersecurity measures, transparent
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governance practices, and proactive communication strategies is essential to fostering and maintaining
residents’ trust in the integrity and security of smart city infrastructures.

3.2 Security Requirements

The subsequent section predominantly emphasizes identifying the requisites associated with
securing smart cities, considering the characteristics of IoT devices, the intricate urban environment,
and the security and privacy risks previously outlined [68], as depicted in Fig. 6.

Authentication and
Confidentiality

Seacurity
Requirements

Privacy Protection |

Figure 6: Security requirements for smart cities

Authentication and Confidentiality: Authentication is a fundamental necessity across all layers
of a smart system, ensuring that only authorized clients access services within a diverse network
by establishing identities. IoT devices play a critical role in authenticating networks, nodes, and
communications within smart cities. With the rapid increase in authentication data in smart cities, it’s
crucial to develop advanced solutions for precise and real-time authentication [69]. Confidentiality
is paramount for shielding data from hacking attempts and unauthorized disclosure. Encryption-
based technologies are commonly utilized to establish secure communication and storage systems, thus
safeguarding the confidentiality of information transmission between nodes. Designing identification
and authentication systems presents challenges due to transparency and reliability requirements.

Availability and Integrity: Availability ensures that tools and services remain accessible when
needed, even in the face of attacks. Smart systems should be capable of recognizing abnormal
conditions and effectively halting additional system damage [70]. Resilience, defined as a system’s
capacity to withstand defects and failures resulting from attacks and disasters, is crucial. Strong and
adaptive defense mechanisms are necessary to counter more intelligent attacks. Ensuring the security
of IoT devices and data transferred between them and the cloud is imperative. Ensuring data integrity
during transmission is a concern due to the potential risk of tampering during data exchange among
multiple devices [71]. Although techniques such as firewalls and protocols regulate data traffic in
IoT communications, maintaining integrity at endpoints presents challenges because of the limited
computational capacity of most IoT devices.

Lightweight Intrusion Detection Techniques: Predicting and preemptively addressing risks is prefer-
able to discovering them after an attack. Many intrusion prediction systems (IPS) fail to effectively
identify and stop intrusions, as evidenced in web-based applications and smart grids [72]. Designing
intelligent IPS systems to achieve security status awareness and automatically predict various attacks
on smart apps is essential.
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Privacy Protection: Privacy protection is intertwined with security and encompasses various
security requirements. The primary cause of privacy breaches in smart city scenarios continues
to be sensitive data leakage, whether intentional or unintentional. This is further compounded
by common risks such as packet interception, malware, hacking, and permission falsification [73].
Effective countermeasures, including encryption techniques, anonymous mechanisms, and strategies
like differential privacy, are required to prevent unauthorized usage. Privacy-preserving data mining
techniques must also be employed to mitigate privacy violations. Additionally, policies, governance,
and education should complement technical measures for comprehensive protection, as adopting
solely technical solutions is insufficient [74].

3.3 Intrusion Detection System

The primary objective of an Intrusion Detection System (IDS) is to safeguard an information
system against unauthorized access [75], which could compromise information availability, confiden-
tiality, or integrity.

By scrutinizing network traffic or resource usage patterns, an IDS seeks to identify any signs of
malicious activity and promptly issue alerts if such behavior is detected [76]. IDSs can be broadly
categorized into two main classes based on their approach to intrusion detection, as depicted in Fig. 7.
One category compares observed events with a database of known intrusion techniques, while the other
analyzes normal system behavior and flags deviations as potential intrusions. An Intrusion Detection
System (IDS) is implemented to continuously monitor traffic data with the objective of detecting
and preventing intrusions that could compromise the confidentiality, integrity, and availability of an
information system. The operational workflow of an IDS consists of three main phases. In the initial
monitoring phase [77], network-based sensors are deployed to observe the system environment. The
subsequent analysis phase incorporates algorithms for feature extraction and pattern classification,
enabling the detection of anomalies and potential security breaches. Finally, the detection phase
involves identifying and responding to both abnormal system behavior and suspected intrusion
attempts. An IDS is designed to capture and analyze a replica of data traffic within information
systems, as illustrated in Fig. &, to identify potentially harmful activities.

Intrusion detection system

|
I I I l

Types of Intruders Types of IDS Types of Intrusions Detection Techniques
1-Network based 1-Denial of service 1-Signature based
1- Internal
2-Host based 2-Penetration of 2-Anomaly based
2- Bxternal security control
3-Application based 3-Stateful Protocol
3-Malicious Use Analysis

4-1Ds for wireless
Network 4-Leakage

Figure 7: Types of IDS
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Figure 8: Mode of operation IDS

Signature-Based IDS: A signature-based IDS (SIDS) bases its detection of new threats on a
database of previous attacks [78]. Using matching techniques or protocol conformance checks, the
signatures of the active actions are extracted and put to the test against the signatures in the database.
If a match is discovered, an alert is triggered. It is possible to monitor hosts directly in both online
and offline modes, generate real-time alarms, and view system logs while doing so. Other names for
this category of IDS include misuse detection and knowledge-based detection. Extraction of traffic
signatures may be difficult and time-consuming, depending on the quantity of traffic aspects to be
taken into account. Most of the time, signatures are manually created by professionals who have in-
depth knowledge of the vulnerabilities the system is designed to catch, as part of the technique for
automatically generating malicious traffic signatures [79].

Anomaly-Based IDS: SIDS issues are resolved using anomaly-based intrusion detection systems
(AIDS). During the training phase, a model of the nominal behavior of AIDS is typically constructed.
When implemented, a standard IDS keeps track of computers and compares them to the ideal one.
An IDS alarm may be issued whenever there is a significant departure between host behavior and the
model [80]. With this approach, an AIDS might be able to detect zero-day assaults since it does not
assess the behavior of live hosts against those in a database. Aside from being deployed for security,
AIDS can also be used as a method for system analysis. The IDS reports an anomaly when there is
a change from the baseline conditions; this change could be the result of an intrusion or a logic fault
in the device. An AIDS has a higher rate of false positives compared to SIDS. It is true that an AIDS
may issue erroneous alarms if it is unaware that a targeted system may change its behavior while in use
without any external intervention.

Network Intrusion Detection System (NIDS): The Network Intrusion Detection System (NIDS)
scrutinizes all traffic originating from each device on the network at a specific location within the
network [81]. It can identify and prevent attacks before they start by monitoring and comparing the
traffic passing across the entire subnet to the known attack collection. After an attack or unusual
activity is detected, the administrator may receive a notification [82]. On a subnet containing firewalls,
NIDS can be used to determine whether they have been compromised as illustrated in Fig. 9.
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Host Intrusion Detection System (HIDS): It deployed on individual hosts or sensors, notifies
administrators upon detecting suspicious or malicious activities. HIDS exclusively monitors incoming
and outgoing packets from the device, comparing the latest snapshot with the previous one [82].
Administrators are alerted if changes or deletions occur in critical system files. For instance, HIDS is
commonly applied to safeguard mission-critical machines with fixed configurations. Analysis in HIDS
relies on factors extracted from the host environment, such as log files, to inform decision-making
processes. The underlying principle of HIDS involves extracting features from the host environment,
as depicted in Fig. 10.
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Figure 10: HIDS architecture

Application Protocol-Based Intrusion Detection System (APIDS): It operates as a system or agent
situated on a server cluster, identifying attacks through analysis of communication protocols [83]. For
instance, middleware might monitor SQL protocol usage to interact with a web server’s database.

Hybrid Intrusion Detection System (Hybrid IDS): it merges two or more IDS methodologies,
combining host agent and network data to provide a holistic network system overview [84]. Compared
to standalone IDSs, the hybrid IDS demonstrates greater efficiency.

3.4 Discussion

The cybersecurity challenges outlined in the paragraph above shed light on the vulnerabilities
inherent in smart cities, despite their significant technological advancements. From botnet activities
targeting IoT-based infrastructures to the security threats posed by autonomous vehicles and virtual
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reality technology, it’s evident that the rapid expansion of smart city applications comes with its
share of risks. These obstacles emphasize the essential requirement for strong security protocols to
uphold the integrity of sensitive data, guarantee user privacy, and defend against cyber threats. The
security requirements highlighted in the paragraph emphasize the fundamental aspects necessary for
securing smart cities effectively. Authentication and confidentiality play vital roles in establishing
secure identities and protecting data transmission across heterogeneous systems. Availability and
integrity are equally crucial, ensuring that smart systems can continue operating effectively even
under attack and withstand multiple failures. Lightweight intrusion detection techniques and privacy
protection measures are essential components in proactively identifying and mitigating security risks,
as they allow for the early detection of threats and the safeguarding of sensitive information.

In the next part, we will delve into existing security solutions for smart cities, examining how
these solutions address the identified cybersecurity challenges and security requirements. We will
evaluate their effectiveness in mitigating risks and discuss potential recommendations for enhancing
smart city security further. By comprehending the present state of security solutions and pinpointing
areas necessitating enhancement, we can enhance the safeguarding of the integrity, confidentiality, and
accessibility of smart city infrastructure and services.

4 Existent Security Solutions within Smart Cities

In addition to identifying primary security and privacy concerns in smart cities, various studies,
as highlighted by Cui et al. [85], have also put forward solutions to tackle these challenges. Smart
cities are anticipated to elevate the quality of life for individuals, foster sustainable development, and
streamline urban operations [86]. Amidst the proliferation of smart technologies, the spotlight has
shifted toward security and privacy concerns, prompting the need for suitable remedies. Given the
diverse, scalable, and dynamic nature of smart cities, not all cybersecurity measures can be universally
applied to every intelligent application. When formulating and deploying new protocols or systems,
it’s crucial to prioritize security and privacy concerns [87]. Across the globe, cities are increasingly
developing smart strategies to confront these challenges, with the goal of improving residents’ quality
of life, fostering economic development, and sustainably managing urban environments. China, as
the world’s most populous nation, is actively involved in over 200 smart city initiatives. Notably, the
infrastructure of cities worldwide now encompasses billions of devices, spanning areas such as mobile
mobility, smart governance, automation, and intelligent housing, all of which offer potential benefits
for residents [88].

In this section, we present significant findings regarding existing and potential technologies
utilized to address security and privacy challenges within the framework of smart cities. The technical
illustrations employed here are drawn from diverse disciplinary perspectives.

4.1 Cryptography

Cryptographic algorithms play a pivotal role in securing smart application services by preventing
unauthorized access throughout the data lifecycle, which includes storage, processing, and sharing.
The aim of this section is to outline the existing cryptographic tools employed in smart systems and
spotlight emerging technologies in the field. Traditional encryption standards encounter challenges
when deployed on resource-constrained devices due to their computational complexity and energy
consumption [89]. Encryption schemes are fundamental to maintaining data confidentiality in smart
application services, ensuring that unauthorized access is thwarted at every stage of the data lifecycle,
from storage to dissemination [90].
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Therefore, it is essential to examine modern cryptographic techniques utilized in smart systems
and emphasize specific innovative technologies. However, traditional encryption methods may not be
entirely suitable for resource-constrained devices due to their computational requirements and energy
consumption [91]. Thus, lightweight encryption has become crucial for practical implementation in
real-world scenarios. Several studies have proposed authentication solutions for IoT environments to
protect edge user communications against DDoS attacks. Moreover, novel lightweight authentication
systems leveraging public key encryption have been introduced to enhance the security of smart city
applications [92]. Homomorphic encryption (HE) deserves attention for its capability to perform
computations on encrypted data while preserving sensitive information. This technology has garnered
increasing interest due to its diverse applications, such as safeguarding electricity consumption
aggregation in smart grid systems, ensuring privacy in healthcare monitoring, and addressing security
concerns in cloud computing [93]. Zero-knowledge proofs offer a cryptographic technique that allows
one party to demonstrate a fact to others without revealing additional information. These proofs are
instrumental in addressing authentication challenges, as demonstrated in [94], where zero-knowledge
proofs were used to devise an efficient authentication protocol for smart cards.

4.2 Blockchain

Although the Blockchain method is not a separate field but a technique, it has emerged as a
solution to security challenges in smart cities, as shown by many studies. This is particularly noteworthy
given the dramatic increase in interest in recent years. Several studies have demonstrated the potential
of integrating blockchain into the IoT ecosystem, highlighting potential applications in this disruptive
field.

Extensive research in this area [95] has confirmed the possibility of incorporating blockchain
technology into the IoT domain, emphasizing its significant value within the evolving IoT ecosystem.
Blockchain’s governance structure enables applications to run in a distributed manner, which is
the main driver behind the popularity of many blockchain-based IoT applications [96]. In 2019,
Gong et al. [97] developed a security framework based on blockchain technology to ensure device
communication security within a smart city while improving system reliability and performance.
Similarly, in 2021, Ammi et al. [98] integrated blockchain technology into a smart home environment,
to achieve the goals of privacy, authenticity, and availability. Although blockchain technology has
received a lot of attention in recent years, leading to the development of reliable and useful applications,
its use in the [oT era is still in its infancy. There is an urgent need to advance the sophistication of these
technologies to effectively address critical privacy and security concerns.

4.3 Biometrics

Numerous studies within the scholarly literature have recognized biometrics as a viable remedy for
confronting paramount security and privacy concerns in the context of smart cities. Biometrics finds
extensive application in authenticating IoT-based systems [99], facilitating the automated verification
of individuals by leveraging distinctive biological and behavioral attributes. Diverse forms of biometric
data, encompassing facial features, vocal patterns, and signature dynamics, among others, are har-
nessed for the purpose of biometric authentication. Of particular significance is the emergence of
brainwave-based authentication, which warrants attention owing to its capacity to attain a heightened
level of identification reliability while concurrently preserving operational efficiency [100].

Several studies have proposed essential discussions and standard authentication protocols to
safeguard users’ sensitive information on storage devices. Unlike existing similar systems, the distinct
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protocol not only effectively mitigates security attacks but also maintains an appropriate communi-
cation overhead. It’s essential to recognize that without proper implementation of these bio-based
technologies, the risk of privacy breaches may increase [101]. Moreover, the development of privacy-
preserving biometric techniques is imperative. Researchers have also suggested that biometrics hold
promising prospects in various other sectors, including e-commerce.

4.4 Machine Learning

Machine learning techniques have been effectively utilized to bolster the efficiency of intrusion
detection systems, rendering them indispensable cybersecurity tools for safeguarding networks against
real-world attacks [102]. The increasing popularity of wireless sensor networks, which are integral
to smart environments, has further underscored the relevance of machine learning in fortifying
security measures. A comprehensive examination has elucidated the diverse advantages of employing
machine learning technology to fortify smart cities, encompassing a range of ML techniques [103].
Additionally, recent research has introduced a machine-based approach for securely sensing and
fusing information in wireless sensor networks (WSNs). Moreover, innovative methods for feature
extraction and model selection have been devised to accurately detect attacks in Wi-Fi systems [104].
Various consumer-oriented ML techniques have been deployed to evaluate, forecast, and personalize
security solutions. Despite the advancements, the subjectivity of user data used for analysis may pose
challenges in accurately reflecting reality across diverse [oT environments [105]. It’s important to note
that ML technologies hold significant potential for enhancing various defense strategies. For example,
Zhu et al. [106] proposed a game-theoretic model leveraging ML to identify and counter intrusions in
wireless sensor networks (WSNs). Furthermore, Rawal et al. [107] conducted a comprehensive review
of existing biometric security systems, with a particular focus on adversarial ML perspectives.

4.5 Game Theory

Game theory, a robust mathematical framework, has demonstrated remarkable effectiveness in
tackling cybersecurity and privacy concerns across various scenarios [108]. In a comprehensive survey
conducted by Zhu et al. [109], the unique attributes of game-theoretic approaches and their advantages
over traditional defense mechanisms were delineated. The increasing interest in utilizing game theory
to confront security and privacy challenges in IoT-based applications has become apparent in recent
years. For example, Gill et al. [110] introduced innovative attack analysis strategies for cloud storage
using evolutionary game theory. In a recent study, Li [111] delved into the realm of low-powered
devices, proposing a novel lightweight anomaly detection method that ensures both precision and
minimized energy consumption. Additionally, Shi et al. [112] developed a game-theoretic framework
aimed at analyzing the intricacies of attack and defense mechanisms in honeypot-enabled networks,
with a particular focus on communication security. This adaptable model holds promise for integration
into emerging [oT landscapes, including those in smart healthcare, infrastructure, and sensor networks.
While the direct application of game theory in specific smart city contexts may be limited, the domain
of 10T security has experienced significant technological advancements. With the rapid evolution of
interconnected smart cities, it is anticipated that game-theoretic methodologies will play a crucial role
in addressing novel security and privacy challenges in this era of intelligent technologies.

4.6 Ontology

Ontology, a significant branch of philosophy, emerges as a promising tool for addressing various
issues, particularly those related to unstructured data, knowledge, and configurable systems. Its
primary goal is to improve comprehension, description, and reuse of formally represented knowledge,
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thereby facilitating the discovery of new insights and the identification of inconsistencies. These
inherent characteristics have spurred numerous ontology-based initiatives aimed at addressing security
and privacy challenges, including cyber-attack detection and security risk management[113]. However,
the utilization of ontology in the IoT domain remains relatively new, with only a few recent endeavors in
this area. For instance, Tao et al. [1 14] introduced an innovative ontology-based security management
model for smart homes, enhancing interaction efficiency among smart devices and bolstering system
security. Similarly, Shahzad et al. [115] proposed an ontology-driven security analysis framework for
smart homes, simplifying the automatic capture of consistencies during interactions. Recognizing
the pivotal role of mobile phones in smart cities, Onu [116] developed an ontology-based model
to characterize and manage users’ personalized and dynamic privacy-control patterns in mobile
computing environments. However, a significant limitation of current ontology-based studies in IoT
security is their focus on specific application scenarios or requirements, lacking a unified model that
diminishes their practical value. To tackle this challenge, Igbal et al. [117] proposed a semantic-
ontology-based situation reasoning method in 2022. This method provides a more comprehensive
perspective on security situations while enhancing emergency response capabilities.

4.7 Non-Technical Supplements

Relying solely on technical solutions proves inadequate for comprehensive protection. Addressing
the limitations of existing technology necessitates reinforcing related policies, regulations, governance,
and educational efforts [118]. From a governance and political perspective, establishing robust
governance is essential for constructing a trustworthy smart system. Christofi [119] emphasized the
necessity of government regulations to safeguard data and model development within the framework
of smart cities. Training initiatives aimed at enhancing the skills of manufacturers, service providers,
and end-users are of paramount importance. For example, application designers should undergo
training to foster robust and resilient coding practices. Vendors bear the responsibility of regularly
updating firewalls to address vulnerabilities. Furthermore, device manufacturers should strive to
enhance overall safety and quality standards to the greatest extent possible. Education programs play
a crucial role in augmenting citizens’ understanding of smart applications and empowering them to
protect themselves [120]. However, ensuring the effectiveness of these programs poses a challenge.
Barth et al. [121] discovered that although some users are aware of the potential risks of privacy
breaches, they often prioritize convenience over these concerns.

4.8 Risk Management and Virtualization

The risk management is considered as a key solution for handling cyber security issues within
smart cities. It basically consists in identifying cyber threats, assessing their risks and setting up
mitigation strategies. As example, the authors in [122] proposed a novel approach for a dynamic
cyber security risk management within e-health systems considered as main applications within
smart city environments. From another perspective, virtualization offers a good opportunity to
enhance the flexibility of smart applications. As they allow a high level of flexibility, software defined
networks (SDN) and network virtualization functions (NFV) promote the development of smart city
infrastructures while other security issues are associated to the use of those technologies. To address
these challenges, several research works are conducted like the work proposed in [123] for enhancing
intrusion detection within SDN/NFV-based smart city infrastructures.
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4.9 Discussion

The current landscape of smart cities is characterized by a myriad of security and privacy concerns,
prompting extensive research efforts to identify and address these challenges. Various studies have not
only pinpointed these issues but have also proposed solutions to mitigate them. Smart cities, envisioned
to enhance the quality of life, promote sustainability, and optimize urban processes, are increasingly
focusing on security and privacy amidst the proliferation of smart technologies. However, the diverse,
scalable, and dynamic nature of smart cities poses challenges in applying universal cybersecurity
measures to every intelligent application. As cities worldwide formulate their smart strategies to tackle
these challenges, it’s evident that the infrastructure of modern cities spans billions of devices, offering
potential benefits but also raising security and privacy concerns.

In this section, we have presented a recap of proposed solutions, such as how cryptographic
algorithms establish the bedrock for security and privacy measures in smart application services,
thwarting unauthorized access across the data lifecycle. However, conventional encryption methods
face challenges in resource-constrained devices, necessitating lightweight encryption for practical
implementation. Emerging technologies like homomorphic encryption and zero-knowledge proofs
offer innovative solutions to address authentication and privacy concerns. Blockchain technology
has surfaced as a promising remedy for security challenges in smart cities, as evidenced by several
studies underscoring its viability and utility within the IoT ecosystem. Security frameworks based
on blockchain have been proposed for ensuring communication security and confidentiality in smart
home settings. Biometric authentication offers a promising solution for addressing security challenges
in smart cities, enabling autonomous identification based on biological and behavioral traits. However,
the implementation of bio-based technologies requires careful consideration to mitigate privacy risks.
Machine learning techniques boost the effectiveness of intrusion detection systems, which serve
as pivotal cybersecurity infrastructure for safeguarding networks against attacks. These techniques
offer various benefits for safeguarding smart cities, including improved accuracy in attack detection
and personalized security solutions. Game-theoretic approaches have gained traction in addressing
security and privacy challenges in IoT-based applications. These methodologies offer advantages over
traditional defense mechanisms and hold promise for enhancing security in emerging IoT landscapes.
Ontology-based initiatives address security and privacy challenges by enhancing understanding and
description of knowledge in smart systems. However, current efforts lack a unified model, limiting their
practical value in IoT security. Non-Technical Supplement which Relying solely on technical solutions
is insufficient for comprehensive protection. Strengthening related policies, regulations, governance,
and educational efforts is crucial for addressing the limitations of existing technology and enhancing
cybersecurity resilience in smart cities.

Despite the progress made in existing security solutions, threats to smart cities persist, necessi-
tating ongoing research and innovation to develop more effective protection measures. In the face of
evolving technology, continuous vigilance and adaptation are essential to safeguarding smart cities
from emerging threats. In the subsequent discussion, we propose our approach for protecting smart
cities, focusing on intrusion detection and offering a detailed examination of our methodology.

Furthermore, in this detailed discussion, we have highlighted various cutting-edge technologies
and strategies aimed at mitigating security and privacy challenges in smart cities, as outlined in the
section on ‘4 Existent Security Solutions within smart cities.” These insights underscore the ongoing
efforts and advancements in smart city security, emphasizing the need for continuous innovation and
adaptation to effectively safeguard urban environments from evolving threats.
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5 Proposed Approach
5.1 Objectives and Principle

Our preceding sections meticulously delved into the myriad security risks inherent in smart cities,
underscoring the pervasive nature of these vulnerabilities across all facets of urban infrastructure.
The interconnectedness of various components within smart cities amplifies the significance of
safeguarding against cyber threats, necessitating a holistic approach to fortify defenses. In response
to this imperative, we propose a multifaceted strategy aimed at mitigating the diverse array of cyber
security challenges facing smart cities. Central to our solution is the meticulous analysis of data
sourced from an extensive array of devices embedded within the urban landscape. By harnessing
the wealth of information generated by these interconnected devices, our strategy enables a proactive
and data-driven approach to identifying and neutralizing potential threats in real-time. By harnessing
sophisticated analytics and machine learning algorithms, we can unveil concealed patterns, anomalies,
and signs of compromise that might elude conventional security measures. Furthermore, our com-
prehensive strategy extends beyond mere detection and response, encompassing proactive measures
such as threat intelligence sharing, security awareness training, and robust incident response protocols.
By fostering collaboration and information sharing among stakeholders, our approach fosters a
culture of collective vigilance and resilience against emerging cyber threats. Ultimately, through the
implementation of our holistic strategy, smart cities can fortify their cyber defenses and safeguard the
integrity, confidentiality, and availability of critical infrastructure and services for the benefit of all
residents and stakeholders.

Henceforth, the overarching aim of our strategic framework is to proactively detect, mitigate,
and thwart infiltration attempts within smart cities. Employing the following functionalities will
facilitate the realization of this objective: Firstly, leveraging automated learning methodologies to
detect infiltration attempts and discern their characteristics and severity levels accurately. Secondly,
tracking identified intrusions and precisely determining their origins and locations, thereby enhancing
awareness of the security posture of smart city components. Our strategy’s ultimate objective is to
preemptively halt intrusion endeavors at their inception. This framework utilizes formal methodolo-
gies and artificial intelligence to achieve the following objectives: (1) thoroughly document penetration
attempts, modifications, and cyberattacks to promptly detect any deviations from security standards;
(i1) monitor malicious behaviors and accurately trace their sources; and (iii) establish strong controls
to effectively repel and prevent such threats.

5.2 Approach Architecture

Our system adopts a layered architecture with a modular design, comprising three fundamental
subsystems: HIDS (Host Intrusion Detection System), NIDS (Network Intrusion Detection System),
and SPIDS (Storage and Processing Intrusion Detection System). The core unit of the system, known
as the MONITORING CENTER, serves as a central unit, as illustrated in Fig. 11 below.

Host Intrusion Detection System (HIDS): Regarded as a primary decision-maker at the initial level,
this subsystem oversees intrusion detection management within the data acquisition layer. It maintains
its repository housing relevant datasets pertaining to the devices stationed within the monitoring
center. The HIDM assesses data originating from the generating nodes (devices), scrutinizes node
behavior, and subsequently relays it to the MC, as depicted in Fig. 11.
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Figure 11: Monitoring center for cybersecurity in smart cities

Network Intrusion Detection System (NIDS): This subsystem also operates at the initial level of
the decision-making process. Its function is to recognize behaviors associated with the communication
channels utilized within the smart city. In the event of abnormal traffic, communication may be
interrupted. Subsequently, logs and analyses are transmitted to the MC.

Storage and Processing Intrusion Detection System (SPIDS): It constitutes the third unit within
the comprehensive system management framework, concerning the data storage and processing
subsystem. The outcomes derived are likewise relayed to the MC.

MC (Monitoring Center): The primary module responsible for executing end-to-end intrusion
management is referred to as the MC (Monitoring Center). This component acts as an orchestrator,
overseeing the workflow among the other modules. A centralized database stores the information
collected from these modules. Initial thresholds are communicated to the subsystems, which are then
updated based on the gathered data. The system can either provide periodic updates or dynamically
adjust thresholds based on the system’s monitored performance. One of the MC’s key responsibilities
is correlating results. The Monitoring Center operates at various levels within smart cities, as depicted
in Fig. 12.

The monitoring center acts as a central nexus tasked with gathering information from diverse
nodes spanning across different tiers of a smart city infrastructure. This encompasses contextual data
sourced from various points within the urban landscape. Once collected, the data undergoes thorough
analysis, incorporating reports and historical data to gain insights. Subsequently, the center generates
reports based on this analyzed data, encompassing various types such as threat evaluation, threat
response monitoring, threat management, and threat analysis and classification.

Centralized Data Collection: The monitoring center acts as a centralized entity to gather informa-
tion from diverse sources within the smart city ecosystem. This centralized approach enables efficient
data collection and management.
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Figure 12: Different level for monitoring center in smart cities

Contextual Data Analysis: The center conducts analysis on the amassed data, encompassing
contextual details from multiple source of the smart city infrastructure. This analysis entails detecting
patterns, trends, anomalies, and potential threats embedded within the data.

Utilization of Reports and Historical Data: In addition to real-time data, the analysis incorporates
reports and historical data. This historical context provides valuable insights into past occurrences,
trends, and responses, enhancing the quality and accuracy of the analysis.

Report Generation: Based on the analysis, the monitoring center generates various types of reports.
These reports serve different purposes, such as evaluating threats, monitoring responses to threats,
managing ongoing threats, and analyzing and categorizing different types of threats. This methodical
approach enables informed decision-making and proactive responses to mitigate potential risks and
challenges in the smart city landscape. The suggested architecture primarily relies on fundamental
modules (HIDM, NIDM, and SPIDM), each functioning as independent intrusion agents. They assess
and analyze behavior associated with individual layers, making decisions autonomously, as depicted
in Fig. 13.

5.3 Case Study

In Fig. 14, we introduce a methodology tailored for detecting cyber threats within IoT-driven
smart cities. This proposed approach lays the foundation for employing machine learning techniques
like logistic regression, decision trees, random forest, KVM (Kernelized Vector Machines), and SVM
(Support Vector Machines) to identify potential attacks and malicious activities in forthcoming urban
IoT networks. Logistic regression, a statistical tool, is adept at binary classification, estimating the
likelihood of a specific class. Decision trees, which are non-parametric supervised learning methods,
find utility in both classification and regression tasks. Random forests, an ensemble learning technique,
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construct multiple decision trees and generate the mode of classes (classification) or the mean
prediction (regression) from the individual trees. KVM, or Kernelized Vector Machines, represent
a category of supervised learning algorithms for data analysis and pattern recognition, applicable
to classification and regression tasks. SVM, or Support Vector Machines, constitute another class
of supervised learning algorithms utilized for classification and regression analysis. Our approach
operates under the assumption that monitoring network traffic at fog nodes is more effective for
detecting normal and abnormal activities, given their proximity to [oT sensors compared to the vast
cloud storage resources within the city. Upon identifying risks at the Monitoring Center (MC), the
framework promptly notifies Host Intrusion Detection and Mitigation (HIDM) services for immediate
system updates, as depicted in Fig. 14. In our IoT environment, we leverage these machine learning
models to enhance security measures. By employing logistic regression, decision tree, random forest,
KVM, and SVM, efficient classification software can be developed, although there are also other
promising security solutions utilizing these machine learning paradigms [124].
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Figure 13: Layers for our approach

5.3.1 Edge-IloTset Dataset

We employed the Edge-IToTset [125], an innovative and comprehensive cybersecurity dataset
specifically designed for IoT and IIoT applications. This dataset is well-suited for training machine
learning-based intrusion detection systems and supports two learning modes: centralized and fed-
erated learning. The testbed comprises seven distinct layers: Cloud Computing, Network Functions
Virtualization, Blockchain Network, Fog Computing, Software-Defined Networking, Edge Comput-
ing, and IoT and IToT Perception. Each layer incorporates cutting-edge solutions customized to meet
the specific requirements of IoT and I1oT applications.
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Figure 14: Proposed approach for detection system for HIDM and NIDM

These solutions include platforms such as ThingsBoard for IoT, OPNFYV for network virtualiza-
tion, Hyperledger Sawtooth for blockchain networks, Digital Twin technology, ONOS SDN controller
for software-defined networking, Mosquitto MQTT brokers for messaging, and Modbus TCP/IP for
industrial communication. The dataset utilized in our simulation involves more than ten types of IoT
devices generating diverse IoT data, including low-cost digital devices, as illustrated in Fig. 15. The
dataset encompasses a multitude of attacks and threats directed at [oT and I1oT application.

5.3.2 Evaluation Metrics

When evaluating the system’s capability to detect botnet attacks, essential metrics such as accuracy,
recall, precision, and F1-score were considered. These metrics are crucial for assessing the efficiency
and effectiveness of the detection system. Their definitions are outlined as follows [126]:

TP+ TN
accuracy = x 100%,
FP+FN+ TP+ TN
TP
precisioon = ——— x 100%,
TP+ FP
F1 — score = 2 5 LIECISIon * SEnSIvity  oou,. (1)
precisin + sensitivity
TP
sensitivity = —————— * 100%,
TP + FN
TP
recall = ———— % 100%
TP+ FN

In this context, TP signifies true positives, FP represents false positives, TN indicates true
negatives, and FN denotes false negatives.
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Figure 15: Distribution of attack labels and types

5.3.3 Data Transforming and Normalization

The dataset employed contains binary, continuous, and symbolic values. Since many classifiers
only handle numeric values, it is essential to conduct a conversion process to ensure the effectiveness
of the IDS. Of particular importance is the conversion of symbolic features. To tackle this, each
distinct value is replaced with an integer. Additionally, normalization is utilized to scale features into
a normalized range. In our research, we employ “one hot encoding,” a simple technique, to transform
classification values into binary representations.

5.3.4 Sample Attribute Normalization

Normalizing the sample data serves the purpose of facilitating cross-operation between sample
attributes and understanding the correlation between different attributes. Its objective is to ensure
that data with varying orders of magnitude within the dataset are mapped to a consistent scale. After
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the conversion of sample attributes to numerical types, all characteristics on each data record become
numerical.

The difference in value ranges among attributes significantly affects the decision-making process
of the neural network model during training, especially with regard to continuous numerical features.
Thus, it is crucial to normalize all continuous numerical properties to mitigate this impact and ensure
the efficacy of the model. The sample attributes’ normalization procedure is as follows: there are a set
of data x = { xi, X,,..., X,}, in which the maximum and minimum values are X,,,, and X,,,, respectively.
Suppose that x; is the normalized value, the calculation is as follows:

Xi — Xmin

Xi= —_—XE€ [Xmina Xmax] i E[1’ n] (2)
Xmax — Xmin

The value range of x; calculated by (2) is mapped to numbers between 0 and 1.

5.4 Results and Discussion

5.4.1 Dataset

In this section, we detail the outcomes derived from the experiments carried out on the proposed
machine learning edge IIoT dataset. The initial stage in employing machine learning involves data
preparation and cleansing, which entails eliminating duplicates and handling missing values like NaN
or ‘INF’. Moreover, redundant features such as IP addresses, ports, timestamps, and payload details
are excluded. Categorical attributes are transformed into numerical values, and feature scaling is
performed using a standardization technique. Subsequently, the dataset is partitioned into training and
testing subsets to facilitate model training, validation, and assessment. The statistical characteristics
pertaining to normal and attack data within the dataset are outlined in Fig. 15.

The dataset provides valuable insights into network security, particularly in distinguishing
between normal and abnormal activities. In analyzing the ‘Attack Label Counts’, it’s evident that the
dataset comprises a significant proportion of abnormal activities, constituting approximately 84.6%
of the total observations. Conversely, normal activities make up only 15.4% of the dataset as shown
in the Fig. 16. This stark contrast underscores the prevalence of potentially malicious activities within
the network traffic data. Further delving into the specific types of attacks, the ‘Attack Type Counts’
elucidate the diverse array of threats encountered.

Notably, the most prevalent attack types include DDoS_UDP, DDoS_ICMP, and Ransomware,
each posing distinct risks to network integrity and security as shown in the Fig. 16. Additionally,
the presence of SQL injection, Uploading, and XSS attacks underscores the multifaceted nature of
cybersecurity threats, spanning various vectors and methodologies. Visual representation of these
findings through a pie chart accentuates the predominance of abnormal activities, with abnormal labels
dominating the dataset.

5.4.2 Data Preprocessing

Data preprocessing stands as a pivotal phase in any machine learning pipeline, focused on refining
and restructuring raw data into a format conducive to model training. An integral part of this process
entails managing missing data and eliminating duplicate entries to uphold the integrity and quality of
the dataset. Through techniques like isnull().sum() and duplicated().sum(), one can identify instances
of missing values and duplicated rows. Respectively, missing data can skew analysis and model
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performance, necessitating either imputation or removal based on contextual relevance. Similarly,
duplicated rows can bias analysis outcomes, underscoring the significance of their elimination.
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Figure 16: Statistics of normal and attacks in Edge-IToTset

Moreover, in datasets featuring non-numerical categorical variables like ‘type_attack’, prepro-
cessing entails converting these labels into a numerical format interpretable by machine learning
algorithms. Label encoding, a common technique facilitated by libraries such as scikit-learn, assigns
a unique integer to each category. For instance, labels like ‘SQL_injection’, ‘Port_Scanning’, ‘XSS’,
etc., can be transformed into corresponding numerical values (e.g., ‘SQL_injection’ encoded as 0,
‘Port_Scanning’ as 1, and so forth) using the LabelEncoder function. This conversion enables effective
data processing, as machine learning algorithms typically operate with numerical inputs.

In our approach, we diligently ensured the reliability and generalization of our machine learning
model through rigorous data splitting techniques. Partitioning the dataset into distinct training and
testing subsets is crucial for unbiased model evaluation. We allocated 25% of the data for testing
purposes to ensure robust evaluation, with the remaining 75% dedicated to model training. This
division strategy facilitates substantial model training while preserving a sizable portion for unbiased
evaluation. Furthermore, to enhance model effectiveness and mitigate issues stemming from disparate
feature scales, we employed the RobustScaler function. This preprocessing step scales dataset features
using robust statistics resilient to outliers. By standardizing data into a consistent scale, RobustScaler
ensures that our model can learn effectively without undue influence from outliers or variations in
feature magnitudes. This meticulous preprocessing approach is instrumental in optimizing model
performance and fostering reliable predictions across diverse datasets and real-world contexts.

5.4.3 Binary Classification
a) Logistic Regression

Logistic regression stands as a foundational statistical technique employed for binary classifica-
tion tasks within the realms of machine learning and statistics [127]. In our model assessment, logistic
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regression was utilized to scrutinize our dataset, yielding notable performance metrics: Accuracy:
0.894, Sensitivity: 0.996, Precision: 0.891, Fl-score: 0.941, and Recall: 0.996. These metrics under-
score the logistic regression model’s efficacy in accurately categorizing instances. Moreover, Fig. 17
offers a visual representation of our analysis, portraying the model’s performance comprehensively.
Additionally, to provide a detailed insight into the model’s predictions vis-a-vis the actual labels, we
generated a confusion matrix. This matrix furnishes a granular breakdown of the model’s predictive
outcomes, enhancing our understanding of its classification capabilities.

Confusion Matrix - Logistic Regression
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Attack - 117
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Figure 17: Confusion matrix for logistic regression

The predictive performance of our logistic regression model is demonstrated by its Receiver
Operating Characteristic (ROC) curve analysis, resulting in an Area Under the Curve (AUC) value
of 0.87. This indicates the model’s effectiveness in discerning between positive and negative instances
across various threshold settings. The ROC curve portrays the trade-off between the true positive
rate (sensitivity) and the false positive rate (1 specificity), highlighting the model’s ability to correctly
identify true positives while minimizing false positives as shown in the Fig. 18.
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Figure 18: ROC curve for logistic regression
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b) Decision Tree Classifier

The decision tree classifier stands out as a potent algorithm in supervised learning, adeptly
handling tasks from classification to regression. Its methodology involves recursively segmenting the
feature space into regions based on feature values, aiming to minimize impurity within each region
[128]. Decision nodes in the tree correspond to partitions, while final predictions are made at the
leaf nodes. In our assessment, we fine-tuned the decision tree classifier using specific parameters to
optimize its performance. By setting a maximum depth of 4 and limiting features to 6, we aimed to
balance complexity and prevent overfitting while capturing pertinent data patterns. Our evaluation
yielded promising results: The decision tree classifier achieved an accuracy of 0.968, showcasing its
proficiency in accurately classifying instances. Notably, sensitivity, representing the true positive rate,
reached an impressive 0.992, indicating the model’s effectiveness in identifying positive instances.
Precision, reflecting the ratio of true positive predictions to total predicted positives, stood at 0.97,
underscoring the model’s precision in positive predictions. The Fl-score, a combination of precision
and recall, attained 0.981, signifying a balanced performance. Moreover, the ROC AUC, a metric
indicating the model’s ability to distinguish between classes, attained a commendable value of 0.958,
highlighting its discriminative power. To provide a comprehensive understanding of the model’s
performance, we conducted a thorough analysis, including examining the confusion matrix and the
ROC curve. while specific figures are not included in this text, this analysis encompassed visualizing the
model’s performance across different classes and understanding the trade-off between sensitivity and
specificity at various classification thresholds. Overall, our evaluation demonstrates the Decision Tree
Classifier’s effectiveness in accurately classifying instances, with robust performance across multiple
evaluation metrics, as illustrated in Fig. 19. These findings underscore the utility of decision trees as
versatile and interpretable tools for predictive modeling tasks.
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Figure 19: Confusion matrix and ROC curve for decision tree classifier

¢) Random Forest Classifier

In our assessment, we opted for the random forest classifier, a robust ensemble learning technique
widely employed in classification tasks [129]. The essence of the random forest lies in aggregating
predictions from multiple decision trees to enhance the overall accuracy and resilience of the model.
Each decision tree within the ensemble is trained on a random subset of the data and features, fostering
diversity and reducing correlations among trees. For our analysis, we utilized the random forest
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classifier, exploring various values for the “max_depth” parameter, which governs the maximum depth
of each tree in the forest. Our investigation spanned depths from 1 to 11, aiming to identify the optimal
configuration for our model. The outcomes of our evaluation revealed exceptional performance
across diverse metrics: The random forest classifier achieved flawless accuracy, sensitivity, precision,
Fl-score, and ROC AUC, all registering a perfect score of 1.0. These metrics attest to impeccable
classification performance, with the model adeptly discerning between classes. While specific figures
are omitted here, we provided visual representations of our model’s performance in Fig. 20, showcasing
both the confusion matrix and the ROC curve. The confusion matrix offers a granular view of the
model’s predictions across different classes, while the ROC curve illustrates its ability to strike a balance
between sensitivity and specificity across various thresholds. Overall, the Random Forest Classifier
exhibited outstanding performance in our evaluation, highlighting its versatility and reliability in
classification tasks. Its capacity to handle intricate datasets and deliver robust predictions positions it
as a valuable asset across a broad spectrum of applications.
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Figure 20: Confusion matrix and ROC curve for random forest

d) KNN-Model

In our assessment, we opted for the K-Nearest Neighbors (KNN) model, a widely used non-
parametric classification algorithm in both supervised and unsupervised learning tasks [130]. The
KNN algorithm’s essence lies in its straightforward approach to classification, which relies on the
majority class of the nearest neighbors in the feature space to classify new instances. For our analysis,
we employed the KNN model, specifying the parameter “n_neighbors” to determine the number of
nearest neighbors considered when making predictions. We set this value to 6 for evaluating the model’s
performance. The results of our evaluation revealed excellent performance across various metrics: The
KNN model attained high accuracy, sensitivity, precision, F1-score, and ROC AUC, with values of
0.997, 0.998, 0.999, 0.999, and 0.999, respectively. These metrics highlight the model’s efficiency in
precisely classifying instances and distinguishing between different classes. Though specific figures
are not detailed here, we included visual representations of our model’s performance in Fig. 21,
illustrating both the confusion matrix and the ROC curve. The confusion matrix provides insights
into the model’s predictions across different classes, while the ROC curve demonstrates its ability to
balance sensitivity and specificity across various thresholds. In summary, the KNN model showcased
outstanding performance in our evaluation, highlighting its prowess as a simple yet potent algorithm
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for classification tasks. Its capacity to make predictions based on instance similarities renders it
particularly valuable in scenarios characterized by complex or non-linear data distributions.
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Figure 21: Confusion matrix for KNN model

¢) SVM Classifier

In our assessment, we chose the Support Vector Machine (SVM) classifier, a robust supervised
learning algorithm employed for both classification and regression tasks. The essence of the SVM algo-
rithm lies in its ability to identify the optimal hyperplane that effectively separates classes in the feature
space, maximizing the margin between them [131]. For our analysis, we concentrated on the linear sup-
port vector classifier (Linear SVC) variant of the SVM model. Linear SVC functions by determining
the linear decision boundary that optimally separates classes, making it suitable for datasets with linear
separability. The evaluation results shed light on the performance of the SVM Linear SVC Kernel
model across various metrics: The model achieved an accuracy of 0.86, indicating the proportion of
correctly classified instances. Sensitivity, also known as recall, reached a high value of 0.965, signifying
the model’s proficiency in accurately identifying positive instances. Precision, representing the propor-
tion of true positive predictions among all positive predictions, stood at 0.88, demonstrating the reli-
ability of positive predictions. The F1-score, a harmonic mean of precision and recall, reached 0.921,
indicating a balance between precision and sensitivity. Additionally, recall matched sensitivity at 0.965,
highlighting the model’s ability to recall positive instances. While a detailed breakdown in Fig. 22 was
provided, showcasing both the confusion matrix and the ROC curve, the confusion matrix offers a
detailed view of the model’s predictions across different classes. Conversely, the ROC curve illustrates
its ability to balance sensitivity and specificity across various classification thresholds. In summary, the
SVM Linear SVC Kernel model exhibited commendable performance in our evaluation, indicating its
potential as a valuable tool for classification tasks, especially in scenarios characterized by linearly
separable data.

f) Summary of Our Evaluation

Analyzing the evaluation results of our dataset using various machine learning techniques provides
valuable insights into the effectiveness of different methods, as illustrated in Fig. 23. Let’s explore a
comparative analysis of these techniques:



426 CMC, 2024, vol.81, no.1

30000 Lo
—

25000 =

2 0.8 1
Nomal 1 1828 4196 x
L]
0000 ¢

= 5 0.6+
£ g
H F1s000 £

= < 04+
g
Atack 4 132 - 10000 §

L 02-
&

- 5000
é‘> 5 001 — Lir2arsvc [AUC = 0.82)
L - - T v
& & 00 0z 0.4 .5 08 10
predicted label False Positive Rate (Positive Labet: 1)

Figure 22: Confusion matrix for SVM classifier

Accuracy Sensitivity Precision F1 Score Recall

rodel

Logistic Regressicn 0.8%4 8.995 ©.891 .941 8©.99%
Decision Tree Classifier 1.ee2 1.ee9 1.e20 1.2 1.e09
Random Forest Classifier 1.ee9 1.ee9 1.ee8 1.0 1.009
KHM-Model 9.997 9.998 8.999 2.999 9.99%8
SVM Classifier 0.862 8.965 e.88e @.921 0.965
Gradient Bocsting Classifier 1.629 1.ee8 1.282 1.ee8 1.e02
Extreme Gradient Bcosting (XGBoost) Classifier 1.e29 1.ee8 1.e82 1.ee8 1.e02
Light Gradient Bcosting Machine (LGEM) Classifier 1.ee9 1.ee9 1.e29 1.ee0 1.e02
CatBoost Classifier 1.e00 1.ee@ 1.e20 1.eee 1.ee2
Naive Bayes Classifier 9.443 8.339 ©.998 e.586 ©.239
Linear Discriminant Analysis (LDA) 9.888 1.ee8 e.883 e.938 1.e02
Quadratic Discriminant Analysis (QDA) 0.911 0.964 0.932 2.948 0.%964

Figure 23: Evaluation results

Accuracy Assessment: The accuracy metric assesses the overall correctness of predictions across
all classes. Notably, the Decision Tree Classifier, Random Forest Classifier, KNN-Model, Gradient
Boosting Classifier, Extreme Gradient Boosting (XGBoost) Classifier, Light Gradient Boosting
Machine (LGBM) Classifier, and CatBoost Classifier achieved perfect accuracy scores of 1.0, indi-
cating flawless classification performance. However, methods such as Logistic Regression, SVM
Classifier, Naive Bayes Classifier, Linear Discriminant Analysis (LDA), and Quadratic Discriminant
Analysis (QDA) demonstrated slightly lower accuracy scores, suggesting varying degrees of predictive
capability.

Sensitivity and Recall Analysis: Sensitivity (or recall) evaluates a model’s ability to correctly
identify positive instances. The Decision Tree Classifier, Random Forest Classifier, KNN-Model,
Gradient Boosting Classifier, Extreme Gradient Boosting (XGBoost) Classifier, Light Gradient
Boosting Machine (LGBM) Classifier, and CatBoost Classifier exhibited high sensitivity scores, indi-
cating strong performance in accurately detecting positive cases. Conversely, other methods displayed
differing sensitivity levels, highlighting disparities in their capacity to capture positive instances.

Precision Examination: Precision quantifies the ratio of true positive predictions among all positive
predictions made by the model. Models with elevated precision scores, including the Decision Tree
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Classifier, Random Forest Classifier, KNN-Model, Gradient Boosting Classifier, Extreme Gradient
Boosting (XGBoost) Classifier, Light Gradient Boosting Machine (LGBM) Classifier, and CatBoost
Classifier, showcased a minimal rate of false positive predictions. Conversely, Logistic Regression,
SVM Classifier, Naive Bayes Classifier, Linear Discriminant Analysis (LDA), and Quadratic Discrim-
inant Analysis (QDA) exhibited varying levels of precision.

F1-score Evaluation: The F1-score, which harmonizes precision and recall, provides insights into
a model’s overall performance. Remarkably, the Decision Tree Classifier, Random Forest Classifier,
KNN-Model, Gradient Boosting Classifier, Extreme Gradient Boosting (XGBoost) Classifier, Light
Gradient Boosting Machine (LGBM) Classifier, and CatBoost Classifier demonstrated high F1-
scores, signifying a balanced trade-off between precision and recall. Conversely, Logistic Regression,
SVM Classifier, Naive Bayes Classifier, Linear Discriminant Analysis (LDA), and Quadratic Discrim-
inant Analysis (QDA) exhibited varying F1-scores, indicating diverse compromises between precision
and recall.

In summary, our evaluation across different machine learning methodologies underscores their
respective strengths and weaknesses in handling the dataset. Understanding these nuances is crucial
for selecting the most suitable approach for specific tasks and optimizing overall model performance.

5.4.4 Multi Classification

In our multiclassification investigation, we transformed the “Attack Type” feature into 15 distinct
values, ranging from 0 to 14, utilizing the LabelEncoder function. Each attack type, such as Backdoor,
DDoS_HTTP, DDoS_ICMP, and others, received a unique encoded value. For example, Backdoor
was encoded as 0, DDoS_HTTP as 1, and so forth, up to XSS, which was encoded as 14. This encoding
enabled us to represent categorical data in a machine-learning-friendly format. The encoded values are
visually depicted in Fig. 24 of our analysis, providing a clear mapping between attack types and their
respective encoded representations. With this encoding scheme established, we proceeded to assess the
performance of our models using various machine learning techniques for effective classification of
the different attack types.

Attack Type Encoded Value

@ Backdoor @
] DOOS_HTTP 1
= DDOS_ICHP 2
3 DDoS_TCP 3
4 DDoS_UDP 4
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6 MITM 6
7 Normal 7
8 Password 8
9 Port_scanning 9
1@ Ranscrware 12
11 sSQL_injection 11
12 Uploading 12
13 Vulnerability scanner 13
14 XSS 12

Figure 24: Encoded value for attack type

a) Logistic Regression

In our multiclassification analysis utilizing logistic regression, we attained an overall accuracy of
approximately 47.16%. The classification report offers a thorough breakdown of the model’s efficacy
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across various attack types. Across different attack types, there are notable discrepancies in precision,
recall, and Fl-score values, indicating varying degrees of success in accurately identifying instances
of each class. For instance, the model excelled in recognizing DDoS_UDP attacks, achieving nearly
flawless precision, recall, and F1-score values of 1.00. Conversely, for attack types like Backdoor
(Class 0), Password (Class 8), Port Scanning (Class 9), and others, the precision, recall, and F1-score
values were comparatively lower, implying difficulties in precisely classifying instances of these attack
types. On aggregate, the weighted average precision, recall, and Fl-score stand at 0.40, 0.47, and
0.41, respectively as shown Fig. 25, providing a comprehensive assessment of the model’s performance
while considering class imbalances. Furthermore, the macro-average F1-score, at 0.37, represents the
harmonic mean of precision and recall across all classes. Although logistic regression serves as a
foundational model for multiclass classification, these findings underscore the necessity for further
optimization or exploration of alternative algorithms to enhance classification accuracy, particularly
for classes exhibiting lower precision, recall, and F1-scores.
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Figure 25: Evaluation model with logistic regression

b) Decision Tree Classifier

The multiclass classification conducted using the decision tree model delivered outstanding
outcomes, boasting a remarkable accuracy of 99.99%, as illustrated in Fig. 26. This exceptionally high
accuracy underscores the model’s exceptional performance in accurately categorizing instances across
all classes. Here’s a detailed breakdown of the classification report:

Precision: Precision gauges the accuracy of positive predictions. Remarkably, the precision for all
classes stands at 100%, indicating minimal false positive predictions made by the model.

Recall: Recall assesses the proportion of actual positive instances correctly classified by the model.
Similar to precision, the recall for all classes is 100%, indicating the model’s ability to capture nearly
all positive instances.

F1-score: The F1-score represents the harmonic mean of precision and recall, offering a balanced
assessment. Impressively, the F1-score for all classes is also 100%, indicating a perfect equilibrium
between precision and recall.

Support: Support denotes the frequency of actual occurrences of each class in the test dataset.
While support varies for each class, it generally maintains balance across classes. Overall, the Decision
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Tree model demonstrated near-flawless performance across all evaluation metrics, affirming its
efficacy in accurately addressing instances within the multiclass classification problem.
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Figure 26: Evaluation model with decision tree

¢) Random Forest Classifier

In our multiclassification analysis employing the random forest classifier, we attained an excep-
tional accuracy level of approximately 99.99%. The classification report offers a deeper insight into
the model’s exemplary performance across diverse attack types. Across all attack types, precision,
recall, and Fl-score values uniformly register at 1.00, indicating flawless proficiency in accurately
identifying instances of each class. This underscores the Random Forest classifier’s adeptness in
effectively distinguishing between various attack types with utmost precision and dependability.

Furthermore, the weighted average precision, recall, and F1-score also achieve a perfect score of
1.00, reflecting the model’s stellar overall performance across all classes. Similarly, the macro-average
F1-score and other metrics attain a score of 1.00, emphasizing the model’s outstanding performance
without any discernible disparities across different attack types. This remarkable performance is bol-
stered by the model’s 100% accuracy rate, affirming the Random Forest classifier’s precise prediction
of the attack type for nearly all instances in the dataset. For comprehensive insights into the model’s
performance, including detailed results and the classification report, please refer to Fig. 27, facilitating
thorough analysis and evaluation.

d) KNN-Model

In our multiclass classification endeavor employing the K-Nearest Neighbors (KNN) model, we
attained an accuracy level of approximately 93.55%. The classification report furnishes a thorough
breakdown of precision, recall, and F1-score for individual classes. Remarkably, the model demon-
strated commendable performance across the majority of classes, showcasing high precision and recall
values. Both macro and weighted averages reinforce the model’s robust overall performance across all
classes. These outcomes are meticulously presented in Fig. 28, providing detailed insights into the
KNN model’s efficacy for our multiclass classification undertaking.
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¢) SVM Classifier

The multiclass classification employing the Support Vector Machine (SVM) model yielded an
accuracy of 37.04%. This accuracy suggests that the model’s performance is relatively inadequate
compared to other models. Here’s an examination of the classification report:
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ROC Curve for Multiclass Classification using Random Forest

Figure 27: Evaluation model with random forest
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Figure 28: Evaluation model with KNN

Precision: For most classes, precision values are notably low or zero, indicating a considerable
number of false positive predictions. Classes 2 and 4 exhibit relatively higher precision, implying that

the model excelled in identifying these classes compared to others.

Recall: Across classes, recall values exhibit variation, with some achieving a recall of 100% (e.g.,
Class 4), while others register very low or zero recall. Class 7 attains a recall of 100%, indicating the

model’s effectiveness in capturing all instances of this class.
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Fl-score: The Fl-score, representing the harmonic mean of precision and recall, remains low
for the majority of classes. This suggests that the model encountered challenges in striking a balance
between precision and recall for many classes.

Support: Support values demonstrate discrepancies across classes, highlighting the imbalance in
the distribution of classes within the test dataset.

Overall, the SVM model’s performance falls short, evident from its low accuracy and poor
precision, recall, and Fl-score across most classes. Further analysis, potentially involving model
tuning, is warranted to enhance its performance in addressing this multiclass classification problem.
These detailed findings are presented comprehensively in Fig. 29.

ACCuracy: 9.37036452994822466
Classification Report:
precisicn recall fl-score support

e e.eo 9.00 e.e2 2430

2 4 e.eo 0.00 e.ee 2623

2 .97 9.96 e.96 3247

2 ©.58 08.55 .56 2515

4 1.9 09.99 e.99 3645

5 e.eo 0.00 e.ee 219

6 ©.eo 0.00 e.ee 91

7 e.21 1.00 e.32 6024

8 e.eo 0.00 e.ee 2548

9 e.eo 0.00 e.ee 2164

1e e.eo 0.00 e.ee 2385

11 e.e0 0.00 e.ee 26192

12 e.eo 0.00 e.ee 2512

12 e.eo 0.00 e.ee 2576

14 e.eo 0.00 e.ee 2459
accuracy e.37 38849
macro avg e.13 9.23 .19 38842
weighted avg e.25 0.37 e.27 38042

Figure 29: Evaluation model with SVM

f) Discussion

The analysis of different machine learning models applied to the multiclassification task reveals
substantial variations in performance. Notably, the random forest classifier yielded exceptional results
with an accuracy of 99.97% and consistently high precision, recall, and F1-scores across all classes,
indicating robust learning of underlying patterns. Conversely, Logistic Regression exhibited a lower
accuracy of 47.16% and struggled with certain classes, suggesting difficulties in capturing complex
relationships within the data. In contrast, the KNeighborsClassifier demonstrated strong performance
with an accuracy of 93.55% and balanced precision, recall, and F1-scores across classes, reflecting
effective pattern recognition. However, the SVM model underperformed, achieving an accuracy of
37.04% and displaying notable disparities in precision, recall, and F1-scores across classes, particularly
in cases of imbalanced data distribution. Ultimately, both RandomForestClassifier and Decision-
TreeClassifier stood out for their exceptional accuracy and balanced performance, highlighting their
efficacy in tackling multiclassification tasks.

5.4.5 Comparison of Performance with Related Studies

The provided Table 1 offers a comprehensive comparison of performance accuracy across various
models employed in different studies, including Decision Trees (DT), Random Forest (RF), Support
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Vector Machine (SVM), K-Nearest Neighbors (KNN), Deep Neural Networks (DNN), Polynomial
Bayes (Poly Br), Convolutional Neural Network-Long Short-Term Memory (CNN-LSTM), and
XGBoost. Here’s a breakdown of the comparative analysis:

Table 1: Performance accuracy comparison for binary classification with related articles

Article DT RF SVM KNN DNN Poly Br CNN-LSTM Xgboost
[132] 99.98 99.99 9999 9999 9999 - - -

[133] - - - - - 97.27 - -

[134] - - - - - - 97.85 —

[135] - - - - - - - 100

This study 100 100 86 99.70 - - - -

Both our study and the referenced article [132] achieved perfect accuracy scores of 100% for
both DT and RF models. This indicates exceptional performance in accurately classifying instances
within [ToT networks. While the referenced article attained a high accuracy of 99.99% for SVM, our
study reported a lower accuracy of 86%. This disparity suggests potential differences in preprocessing
techniques or model configurations between the two studies. The referenced article achieved a near-
perfect accuracy of 99.99% for KNN, whereas our study reported a slightly lower accuracy of
99.70%. Nonetheless, both studies demonstrate robust performance in KNN classification. DNN
performance was not reported in our study, indicating a potential area for future research. However,
the referenced article achieved an impressive accuracy of 99.99% with DNN, highlighting its efficacy
in detecting malicious activities within IToT networks. Additional studies [133]-[135] also presented
their results, showcasing accuracies ranging from 97.27% to 100% across different models such as
Polynomial Bayes, CNN-LSTM, and XGBoost. Overall, our comparative analysis underscores the
notable enhancement achieved through our proposed study, particularly in terms of Decision Trees
and Random Forest models. However, disparities in SVM performance warrant further investigation
into preprocessing methodologies and model configurations. Additionally, exploring the potential of
Deep Neural Networks could further enhance detection capabilities in IIoT networks.

6 Conclusion

In Conclusion, our exploration of smart city applications, architecture, and characteristics high-
lights the transformative potential of advanced technologies in urban development. From smart
mobility to healthcare, these applications aim to enhance efficiency, sustainability, and residents’
quality of life. However, we recognize that the true novelty of smart cities lies not only in the
apps themselves but also in the strategic utilization of supporting technologies such as IoT, cloud
computing, and sensor networks.

Despite the promises of smart cities, significant security challenges loom large. Cybersecurity risks,
data privacy concerns, and infrastructure resilience are formidable obstacles that we must address to
realize the full potential of smart city objectives. We firmly believe that innovative security methods,
from proactive threat detection to resilient infrastructure design, are imperative to safeguard the
digital resilience of smart cities and ensure their continued success in an increasingly complex urban
landscape.
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Our proposed multifaceted strategy for mitigating cybersecurity challenges in smart cities empha-
sizes proactive and data-driven approaches to identifying and neutralizing potential threats. Lever-
aging advanced analytics and machine learning algorithms enables us to detect hidden patterns and
indicators of compromise in real-time, fostering a culture of collective vigilance and resilience against
emerging cyber threats.

Furthermore, our evaluation of different machine learning models for intrusion detection provides
valuable insights into their performance across various tasks. Notably, models like RandomForest-
Classifier and DecisionTreeClassifier demonstrate exceptional accuracy and balanced performance,
highlighting their efficacy in tackling multiclassification tasks. We understand that understanding
these nuances is crucial for selecting the most suitable approach for specific tasks and optimizing
overall model performance.

In this article, we have extensively utilized machine learning techniques to address the challenges
associated with detecting malicious activities within [ToT networks. However, for our future endeavors,
we aim to delve deeper into the realm of deep learning methods. Building upon the foundation laid by
this research, our future work will focus on harnessing the power of deep learning algorithms to further
enhance the detection capabilities in IIoT environments. By leveraging the inherent strengths of deep
learning, such as its ability to automatically learn intricate patterns and representations from data,
we anticipate achieving even more robust and accurate detection models. Through this transition to
deep learning methodologies, we aim to push the boundaries of detection performance and contribute
significantly to the advancement of security solutions for IIoT networks.

In essence, safeguarding smart cities requires a comprehensive approach that combines technical
solutions with policy enhancements, governance frameworks, and educational efforts. By continuously
adapting to emerging threats and fostering collaboration among stakeholders, we can fortify smart
cities’ cyber defenses and ensure the integrity, confidentiality, and availability of critical infrastructure
and services for the benefit of all residents and stakeholders.

Future Developments and Improvements

Looking ahead, several key developments and improvements are anticipated in the field of smart
city security and privacy. The integration of advanced deep learning techniques will play a pivotal
role in enhancing threat detection accuracy and efficiency. There will also be a significant focus
on developing more sophisticated data encryption and anonymization methods to ensure robust
data privacy. Additionally, the implementation of blockchain technology for secure and transparent
data transactions within smart cities is expected to gain traction. Innovations in proactive threat
detection mechanisms and resilient infrastructure design will further bolster the security of smart cities.
Collaborative efforts among policymakers, technology developers, and urban planners will be essential
to create governance frameworks that can swiftly adapt to emerging cyber threats, ensuring the long-
term security and privacy of smart city environments.
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