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ABSTRACT

Diabetes is a serious health condition that can cause several issues in human body organs such as the heart and
kidney as well as a serious eye disease called diabetic retinopathy (DR). Early detection and treatment are crucial to
prevent complete blindness or partial vision loss. Traditional detection methods, which involve ophthalmologists
examining retinal fundus images, are subjective, expensive, and time-consuming. Therefore, this study employs
artificial intelligence (AI) technology to perform faster and more accurate binary classifications and determine the
presence of DR. In this regard, we employed three promising machine learning models namely, support vector
machine (SVM), k-nearest neighbors (KNN), and Histogram Gradient Boosting (HGB), after carefully selecting
features using transfer learning on the fundus images of the Asia Pacific Tele-Ophthalmology Society (APTOS) (a
standard dataset), which includes 3662 images and originally categorized DR into five levels, now simplified to a
binary format: No DR and DR (Classes 1–4). The results demonstrate that the SVM model outperformed the other
approaches in the literature with the same dataset, achieving an excellent accuracy of 96.9%, compared to 95.6% for
both the KNN and HGB models. This approach is evaluated by medical health professionals and offers a valuable
pathway for the early detection of DR and can be successfully employed as a clinical decision support system.
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1 Introduction

Diabetes can lead to a serious eye illness condition called diabetic retinopathy (DR). If left undi-
agnosed or untreated, DR can cause vision loss and even blindness [1]. Early detection is crucial for
preventing vision impairment. However, traditional detection methods often involve ophthalmologists
manually examining retinal images. This approach can be subjective, requires significant time from
specialists, and is resource-heavy, particularly in regions lacking access to these experts [2]. Diabetes
can damage blood vessels throughout the body, including those in the retina. When small blood vessels
in the retina become blocked, fluid may leak or bleed, causing damage to the eye. In response to the
blocked blood vessels, the eyes may produce new blood vessels that are less functional, increasing the
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risk of bleeding or leakage [3]. According to the study by [4], DR cases are forecast to rise significantly,
with estimates suggesting an increase from 126.6 million in 2010 to 191.0 million by 2030. This increase
is concerning, especially considering that 37 million cases of blindness are caused by DR globally, as
reported by the World Health Organization (WHO) [2]. Although medical guidelines advise regular
eye exams for diabetic patients, these exams often don’t happen as frequently as needed. As a result,
many DR cases aren’t detected until the disease has reached more severe stages. Since existing DR
treatments primarily focus on slowing or preventing vision loss, early detection through regular eye
scans assisted by efficient computer systems becomes even more crucial [5].

In the last few years, the application of Artificial Intelligence (AI) has become a critical compo-
nent, thanks to advancements in computing technology involving diverse Machine Learning (ML),
and Deep Learning (DL) models.

The incorporation of training data into AI-powered learning algorithms has resulted in a more
precise and accurate outcome, which can lead to fewer misdiagnoses and increased efficiencies.
Ultimately, this can generate substantial savings in terms of time, effort, and resources [5]. This
advancement is crucial for addressing the challenges of diagnosing DR and the limited accessibility
of advanced imaging technologies. Leveraging AI through ML algorithms and DL models offers a
promising solution. This study aims to harness AI techniques to enhance healthcare effectiveness,
particularly in the early detection and management of DR. By utilizing large datasets and advanced
learning algorithms, AI can significantly improve precision, reduce diagnostic errors, and optimize
healthcare resource utilization. In this study, we adopt a binary classification approach to differentiate
between two categories of retinal images: “No DR” (indicating no diabetic retinopathy) and “DR”
(indicating diabetic retinopathy). The methodology involves utilizing a pre-trained CNN, ResNet-
50, for feature extraction and classification using SVM, KNN, and Histogram Gradient Boosting
(Histogram GB) classifiers. This integrated approach enhances diagnostic accuracy and efficiency,
enables early intervention, and facilitates personalized treatment strategies, ultimately leading to
improved healthcare outcomes for individuals at risk of diabetic retinopathy. The existing manual
techniques are vulnerable to several issues such as imprecise diabetic catalogs that may result in
inaccurate diagnosis. Moreover, the existing AI based techniques are vulnerable to classification error
and need improvement in the accuracy of the models. Further, there is a need to employ advanced data
preprocessing techniques to handle the image processing issues in this regard.

The study aims to achieve acceptable accuracy in diabetic retinopathy detection by leveraging the
publicly available Asia Pacific Tele-Ophthalmology Society (APTOS) dataset. This widely recognized
resource for identifying and grading diabetic retinopathy was featured on the Kaggle platform as part
of a competition in 2019. Our approach shows promising potential to enhance the early detection of
DR, thereby yielding improved clinical outcomes.

The rest of the paper is organized as follows: Section 2 is dedicated to related work in DR, data
overview is given in Section 3. Section 4 provides the proposed methodology and results are given in
Section 5. Section 6 provides discussion while Section 7 concludes the paper.

2 Related Work

Pires et al. [6] successfully developed a reliable and accurate detector for diabetic retinopathy.
CNNs were used to create the solution, including robust feature extraction augmentation, multi-
resolution training, and data augmentation. Using a rigorous cross-dataset protocol intended to
evaluate its generalizability, the suggested technique achieved an outstanding area under the ROC
curve of 98.2% (95% CI: 97.4–98.9%). The Kaggle competition dataset was used for the training
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phase, and the Messidor-2 dataset was used for testing. In a study by Dekhil et al. [7], they aimed
to create a tool for diagnosing DR using CNNs to categorize fundus images into five stages. To avoid
overfitting, they used a dataset from the ImageNet database for pre-training the model, followed by
testing with the APTOS dataset. Their CNN architecture consisted of five-stage convolutional layers,
rectified linear units, pooling, and three fully connected layers. They used transfer learning to enhance
generalization. Their approach resulted in 77% testing accuracy and a 78% quadratic weighted kappa
score. This demonstrates promising potential for early diagnosis and staging of DR. However, their
study had limitations because it relied on pre-trained models and required further validation in diverse
clinical settings.

In the study on detecting DR using CNNs and red lesion localization, Zago et al. [8] aimed
to enhance diagnostic accuracy while reducing model complexity. The study utilized seven different
datasets in their experiments: the Standard Diabetic Retinopathy Database, Calibration Level 0
(DIARETDB0), and Calibration Level 1 (DIARETDB1), along with Kaggle, Messidor, Messidor-
2, the Indian Diabetic Retinopathy Image Dataset (IDRiD), and DDR. Their methodology focused
on a patch-based approach with CNNs, specifically targeting challenging examples during training
to improve detection performance. The model classified images into two classes (0 and 1), reflecting
the presence or absence of diabetic retinopathy. The results showed a high area under the receiver
operating characteristic curve of 0.912 and a sensitivity of 0.940, indicating competitive performance
with existing methods. However, the study acknowledged limitations related to the generalization of
the model due to the use of a specific dataset and the absence of extensive external validation. In a
paper by Gayathri et al. [9], the authors describe a unique CNN approach for extracting features from
retinal images to improve classification performance. The proposed system feeds multiple machine
learning classifiers with CNN’s output features. The model is tested using different classifiers like
Support Vector Machine (SVM), AdaBoost, Naive Bayes, Random Forest, and J48 on images from
IDRiD, MESSIDOR, and KAGGLE datasets. To evaluate the effectiveness of each classifier, they
compare specificity, precision, recall, false-positive rate (FPR), Kappa-score, and accuracy scores. On
the three datasets, the results show that combining the proposed feature extraction method with the
J48 classifier surpasses the other classifiers, achieving an average accuracy of 99.59% for multiclass
classification and 99.89% for binary classification.

Revathy et al. [10] have proposed an approach to detect DR using machine learning and retinal
image analysis. Their study utilized a dataset of 122 images containing DR and 122 normal images
selected from the Kaggle dataset. The research primarily aimed to identify crucial DR indicators such
as exudates, hemorrhages, and microaneurysms. The authors employed image processing techniques
for feature extraction, specifically targeting exudate, hemorrhage, and microaneurysm detection. They
evaluated machine learning classifiers, including SVM, K-Nearest Neighbors (KNN), and Random
Forest, with Random Forest achieving the highest accuracy at 90%. Revathy et al. proposed a
hybrid classifier combining SVM, KNN, and Random Forest to enhance performance. This hybrid
approach achieved an accuracy of 82% on the testing set and demonstrated improved precision, recall,
and F-measure scores compared to individual classifiers. A study by Manjula et al. [11] discussed
an ensemble-based machine learning technique for DR. The approach outperformed individual
algorithms in terms of sensitivity and accuracy. The study utilized machine learning algorithms such as
Decision Tree, Random Forest, KNN, Adaboost Classifier, J48graft classifier, and Logistic Regression.
Using Kaggle’s image dataset, the approach achieved a remarkable accuracy of 96.34%, a significant
step toward the early detection of diabetic retinopathy.

Abdelsalam et al. [12] investigated a new method for early DR detection using macular Optical
Coherence Tomography Angiography (OCTA) images. Their study focused on developing a precise
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and efficient algorithm based on multifractal geometry analysis, a technique commonly used in physics
and biology to classify complex shapes and branching patterns. The dataset comprised 170 eye images
obtained and approved by the Mansoura University, Egypt Ophthalmology Center. The researchers
employed the SVM algorithm to improve diagnostic accuracy. Results revealed that SVM achieved an
impressive accuracy rate of 98.5%.

Research by Adriman et al. [13] provided an automated approach for the detection of DR, the
primary cause of vision loss in diabetics. This approach makes use of retinal fundus images from the
publicly accessible APTOS dataset. Throughout a two-step process, features are extracted using Local
Binary Patterns (LBP) and subsequently classified using cutting-edge deep learning architectures such
as ResNet, DenseNet, and DetNet. According to the study’s results in binary classification, ResNet
achieved the best accuracy of 96.35%, followed by DetNet (93.99%) and DenseNet (84.05%).

In research by Das et al. [14], the purpose is to introduce an algorithm for detecting and classifying
DR by using CNNs. The study uses two datasets: the DIARETDB1 dataset and fundus scans obtained
from a medical institution. These datasets consist of both affected and normal retinas. The study
methodology begins by preparing the fundus scans through a pre-processing stage. This involves
segmentation, a technique to isolate the blood vessels of interest. To achieve this, the method leverages
maximal principal curvature. Following segmentation, the extracted blood vessels undergo further
refinement. Adaptive histogram equalization improves the contrast of the vessels, while morphological
opening removes any incorrectly identified regions. The proposed CNN architecture consists of
a memory module and a central CNN. The memory module employs squeeze, excitation, and
bottleneck units for feature extraction, reducing model complexity while maintaining performance.
The results demonstrate that the model achieves an accuracy of 98.7% on the DIARETDB1 dataset,
surpassing traditional schemes. The study suggests potential future enhancements, such as diversifying
classification based on the duration of diabetic retinopathy, which could aid in personalized treatment
strategies. The study does not mention any limitations.

Improved characteristics from fundus images can be preprocessed and used to categorize diabetic
retinopathy. Many researchers have put forth different strategies for properly extracting and choosing
characteristics and procedures for diagnosing DR. Jagan Mohan et al. [15] started with entropy
image conversion to enhance the proposed deep model’s deep learning performance and classification
outcomes on fundus images. Ample feature space is created by combining features after the pre-trained
networks. The next stage proposes a four-step ensemble of filter-based feature selection strategies
using Chi-Square tests, ReliefF, F-tests, Chi-redundancy, and maximum relevance (MRMR) to pick
significant features. Lastly, they employ SVM, KNN, and Naïve Bayes classifiers—ML approaches.
They are aiming for early detection of diabetic retinopathy. To do this, they use three datasets:
IDRID, the Diabetic Retinopathy Detection dataset, and comments on a publicly available image
dataset known as THE MESSIDOR DATABASE. With top-300 features, SVM classifiers have
achieved a higher accuracy of 97.8% than NB and KNN classifiers. Compared to individual feature
selection methods, the outcomes of ensemble features were superior. Additionally, there has been an
improvement of 4%, 1.95%, 6.8%, and 5.6% in the sensitivity (Se), specificity (Sp), accuracy, and F1-
score, respectively.

A study by Lahmar et al. [16] evaluated the performance of 28 deep hybrid architectures in
automatically classifying referable DR using a binary classification approach. The APTOS dataset was
used to train and assess each architecture for the previously mentioned comparisons. The outcomes
show how deep learning and traditional machine learning methods can be combined to improve DR
classification. The best-performing architecture achieved an accuracy of 88.80% by using an SVM
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classifier for final classification and MobileNet_V2 for feature extraction. Additionally, individual
assessments showed that a hybrid model combining SVM and ResNet50 attained an accuracy of
75.80%, indicating that hybrid approach combinations call for more research. In a recent study,
Khudaier et al. [17] investigated the performance of CNN architectures for binary classification tasks.
The study evaluated transfer learning models for detecting DR using the APTOS dataset. Researchers
implemented a MobileNet architecture, a type of CNN, for detecting DR (binary classification). This
model benefits from pre-trained knowledge gained through prior training on a massive image dataset
called ImageNet. The data indicates that the MobileNet CNN architecture is the most accurate and
efficient model for addressing DR detection challenges. The metrics for the model are as follows:
accuracy of 94.55%, precision of 94.651%, recall of 94.55%, F1-score of 94.556%, and Cohen Kappa
score of 0.89083. Overall, the MobileNet CNN architecture is a good choice for detecting DR
accurately and efficiently.

The literature on DR detection, as reviewed, highlights significant achievements using a variety
of ML and DL techniques. Studies such as those by Gayathri et al. [9] and Jagan Mohan et al. [15]
demonstrated high accuracies over 99% using CNNs with advanced feature extraction and ensemble
feature selection strategies. For instance, Gayathri et al. [9] focused on combining CNN outputs with
traditional classifiers to enhance accuracy, while Jagan Mohan et al. [15] employed a blend of feature
selection techniques to optimize classifier performance. These approaches, however, were evaluated
on different datasets than the one utilized in our study, APTOS.

On the other hand, Lahmar et al. [16] proposed a hybrid model like ours, combining SVM
and ResNet50 trained on the APTOS dataset for binary classification. However, they attained an
accuracy of 75.80%, which we aim to increase in the current study. Current study seeks to bridge
these gaps by utilizing widely accessible ML models such as SVM, KNN, and Histogram GB, which
have been rigorously tested on the APTOS dataset. The comprehensive demographic and pathological
range of this dataset bolsters the robustness and generalizability of our models. By streamlining the
classification process into a binary classification, the approach simplifies the integration into clinical
workflows, accelerating the detection process and reducing reliance on specialist interpretations.
Notably, the proposed models achieved promising accuracy, demonstrating that these simpler models
can maintain high accuracy while offering greater adaptability for deployment in diverse clinical
environments. This strategy enhances the practical application of DR screening tools, potentially
improving patient outcomes by enabling earlier and more efficient detection of this condition.

Table 1 provides a summary of the literature review by outlining the technique, dataset, and
accuracy.

Table 1: Literature review summary

Study Dataset/s Technique/s Accuracy Task

[6] 2019 Kaggle + Messidor-2 Feature-extraction augmentation +
CNN

ROC
curve
with
98.2%

Binary

[7] 2020 APTOS CNN + Transfer Laerning 77% Multi

(Continued)
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Table 1 (continued)

Study Dataset/s Technique/s Accuracy Task

[8] 2020 Diabetic Retinopathy +
DIARETDB0 +
DIARETDB1 + Kaggle +
Messidor + Messidor-2 +
IDRiD + DDR

CNN ROC
curve
with
91.2%

Binary

[9] 2020 IDRiD + MESSIDOR +
Kaggle

CNN feature extraction + ML
classifiers (SVM, AdaBoost, Naïve
Bayes, Random Forest, and J48)

99.89% Binary
99.59% Multi

[10] 2020 Kaggle Feature extraction by image
processing + ML Classifiers (SVM,
KNN, and Random Forest)

82% Binary

[11] 2021 Kaggle Ensemble machine learning
(Decision Tree, Random Forest,
KNN, Adaboost, J48graft, and
Logistic regression)

96.34% Binary

[12] 2021 Mansoura University,
Egypt Ophthalmology
Center

SVM classifier 98.5% Binary

[13] 2021 APTOS LBP feature extractor and ResNet
classifier

96.35% Binary

[14] 2021 DIARETDB1 + Medical
Institution dataset

Branching blood vessels extraction
+CNN

98.7% Binary

[15] 2021 MESSIDOR + IDRID+
Diabetic Retinopathy
Detection

Ensemble features and SVM 97.8% Binary

[16] 2022 APTOS MobileNet_V2 feature extractor,
SVM classifier, ResNet50 feature
extractor with SVM classifier

88.80% Binary
75.80%

[17] 2024 APTOS MobileNet CNN 94.55% Binary

3 Data
3.1 Dataset Description

We obtained a dataset from Kaggle to analyze various aspects associated with DR. This project
utilized the publicly available Asia Pacific Tele-Ophthalmology Society (APTOS) dataset to detect
and analyze DR [18]. Comprising 3662 PNG images, each with a unique identifier (id_code) and
its corresponding DR severity level (diagnosis). The severity of DR is classified on a scale from 0
to 4, with 0 indicating no DR, 1 indicating mild, 2 indicating moderate, 3 indicating severe, and 4
indicating proliferative DR. We adapted binary classification in this project to know the presence of
DR, categorizing the data into two groups: with DR (Diagnoses 1–4) and without DR (Diagnosis 0).
We conducted our analysis using the modified binary format. This approach allowed us to conduct
in-depth analysis, develop advanced models, and comprehend, anticipate, and evaluate the presence
of DR.
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Table 2 presents the data features, including type, representation, and description.

Table 2: Dataset description

Attribute Description Type Value

id_code The name of the image Text No specific value
Diagnoses The stage of the DR disease Ordinal No DR: 0, Mild: 1,

Moderate: 2, Severe:
3, and Proliferative DR: 4

3.2 Statistical Analysis

Initially, the dataset categorized diabetic retinopathy (DR) into five levels: no DR, mild, moderate,
severe, and proliferative DR. This categorization was in a multi-class format. However, the classifica-
tion has been modified in the binary dataset, which is now divided into two groups: No DR and DR.
The DR group includes Classes 1, 2, 3, and 4. Table 3 was used to count the data and determine its
balance. It became more balanced after converting the dataset to binary, with only 62 image differences.
Upon reviewing the data, it was found that all images and labels were present in the dataset.

Table 3: Statistical analysis of the dataset

Class Count

No DR (0) 1805
DR (1,2,3,4) 1867

Fig. 1 represents the distribution of the five distinct classes in the original dataset. On the other
hand, Fig. 2 displays the distribution of the same dataset after it was transformed into binary.

Figure 1: Original dataset distribution (5 classes)
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Figure 2: Transferred dataset distribution (From multi-class into binary)

4 Methodology

In this section, we will describe the approach taken to develop the model. This comprises the
techniques for preprocessing the images, feature extraction techniques for producing informative
features, feature reduction techniques for efficient model training, and lastly, the ML models used.

4.1 Image Preprocessing

The primary goal of data preprocessing is to eliminate any noise from the images to improve
the quality of the analysis and modeling. For each image, we performed a series of preprocessing
steps. It begins by resizing the image to a fixed size of 224 × 224 using bilinear interpolation
(cv2.INTER_AREA) to ensure uniformity in image dimensions. Following this, it converts the resized
image from RGB (Red, Green, and Blue) to LAB (Lightness (L), Green-Red (A), and Blue-Yellow
(B)) color space (cv2.cvtColor), effectively separating the luminance (L) and chromaticity (A and
B) components.

Then, it applies Contrast Limited Adaptive Histogram Equalization (CLAHE), specifically on
the luminance channel (L), to enhance contrast. Subsequently, the LAB image is converted back
to RGB color space. Next, the green channel is extracted from the final image. A Gaussian blur
(cv2.GaussianBlur) is applied to the green channel to reduce noise. Finally, the blurred green channel is
stacked three times to create a 3-channel image, a requirement for many pre-trained models that expect
input images in RGB format. The purpose of preprocessing was to improve the quality and suitability
of the dataset for subsequent analysis and modeling. Figs. 3 and 4 show a retina image before and
after preprocessing, respectively.

4.2 Feature Extraction

First, a pre-trained ResNet-50 convolutional neural network (CNN) is used for feature extraction.
This robust model can extract high-level visual features from the input images because it was trained
on a massive dataset. Using ResNet-50, we run the image data through its layers, excluding the final
layer that deals with classification. In doing so, a rich feature vector containing the image’s content
is extracted. Moreover, the extracted features were normalized using the standardization method to
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guarantee that each feature contributed equally to the model training process and to prevent biases
from different scales.

Figure 3: Original image

Figure 4: Preprocessed image

4.3 Feature Reduction

The extracted features from the previous step could still be high-dimensional, though. We can
use principal component analysis (PCA) on the retrieved features to increase efficiency and minimize
noise. As a dimensionality reduction method, PCA finds the most important differences in the data.
It obtains a compressed feature representation that preserves the most important information for
classification by preserving a subset of the principal components. Ultimately, a machine learning
classifier, like SVM, receives these reduced-dimension features. Accurate classification of images is
made possible by the classifier’s use of these features to identify the decision boundary separating the
various classes.

4.4 Machine Learning Models Employed

The preprocessed features from the previous step are now ready to be fed into a variety of
machine learning algorithms. Typically, the features are represented in a two-dimensional array, with
each row denoting an image (data point) and each column denoting a certain extracted feature. This



4570 CMC, 2024, vol.80, no.3

study utilizes three machine learning classifiers to perform the classification task: SVM, KNN, and
Histogram Gradient Boosting (Histogram GB).

4.4.1 SVM Classifier

SVM is one of the powerful supervised machine learning algorithms that are commonly used
for classification tasks. The goal of SVMs is to maximize the margin between data points of various
classes by locating an optimal hyperplane in a high-dimensional feature space. This margin refers to
the distance between the hyperplane and the closest data points of each class, called support vectors.
Even with complex datasets, SVMs achieve robust classification performance [19].

4.4.2 KNN Classifier

K-Nearest Neighbors (KNN) is a straightforward and efficient non-parametric classification
algorithm. To classify a data point, KNN searches through the training data for its k-nearest neighbors.
The number of neighbors considered, or the value of k, is an important parameter that can be adjusted
to maximize classification performance [20].

4.4.3 Histogram GB

Building on the idea of gradient boosting (GB), histogram gradient boosting (HGB) is a machine
learning technique for classification tasks. Like other GB techniques, HGB uses decision trees for
categorization. It does, however, bring about an increase in efficiency. When creating decision trees, tra-
ditional GB considers every potential split point inside a feature. HGB, on the other hand, discretizes
the feature values using histograms. This makes it possible for the algorithm to concentrate on the
data’s most informative areas, greatly accelerating training as compared to conventional techniques.
HGB retains competitive classification performance despite this efficiency increase, which makes it
especially useful for large datasets where training time becomes an important consideration [21].

5 Results

Leveraging Python for development, the proposed system employed the Keras deep learning
library, built on top of TensorFlow, to facilitate its development. Several experiments were carried
out to evaluate the effectiveness of the three constructed classification models that were previously
discussed in Section 4.4. To ensure the training and testing sets accurately reflect the distribution of
classes in the original data, stratified splitting was employed. Two folds of data were randomly selected,
with 80% going toward training and the remaining 20% going toward testing. Every model was applied
to the same sets of training and testing data, and its performance was assessed.

5.1 Performance Metrics

To assess the effectiveness of the proposed scheme, the well-known metrics from the literature have
been employed, namely, accuracy, precision, recall and F1-score [22–24].

5.1.1 Accuracy

Accuracy is a metric that assesses how frequently an outcome is properly predicted correctly using
machine learning model.

Accuracy = TP + TN
FP + FN + TP + TN

(1)
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True positive (TP), True negative (TN), False Positive (FP), False Negative (FN).

5.1.2 Precision

Precision is a metric that assesses how frequently a machine learning model predicts the positive
class.

Precision = TP
FP + TP

(2)

5.1.3 Recall

A machine learning model’s recall is a metric that expresses how frequently it properly selects
positive examples, or true positives, out of all the real positive samples in the dataset.

Recall = TP
FN + TP

(3)

5.1.4 F1-Score

The F1-score, commonly referred to as the F-measure, is a crucial metric for evaluating the
performance of a Machine Learning model. This metric combines precision and recall. The F1-score
simplifies the evaluation process, making it easier for data scientists to communicate the performance
of their models to stakeholders.

F1 − score = 2 ∗ precision * recall
precision * recall

(4)

5.2 Models Evaluation

After training the models for binary classification using the APTOS dataset, we evaluated their
performance. Impressive results were obtained, with KNN achieving 95.6% accuracy with 95.6%
precision, 95.6% recall, and 95.6% F1-score. Moreover, Histogram GB (HGB) did well with an
accuracy of 95.6%, precision of 95.7%, recall of 95.6%, and F1-score of 95.6%. Finally, SVM achieved
an accuracy of 96.9%, precision of 96.9%, recall of 96.9%, and F1-score of 96.9%. Based on a
comparison of these findings, we conclude that SVM, with its highest accuracy and balanced metrics,
is the best-performing model. The testing accuracy, precision, recall, and F1-score for each of the
suggested models with binary class classification are displayed in Table 4 and Fig. 5.

Table 4: Models performance in binary-class classification

Model Accuracy Precision Recall F1-score

KNN 95.6% 95.6% 95.6% 95.6%
HGB 95.6% 95.7% 95.6% 95.6%
SVM 96.9% 96.9% 96.9% 96.9%
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Figure 5: Performance of the proposed models

Figs. 6–8 show the confusion matrices for each of the proposed models.

Figure 6: KNN confusion matrix

Figure 7: HGB confusion matrix
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Figure 8: SVM confusion matrix

6 Discussion
6.1 Comparison with State-of-the-Art

Utilizing the APTOS dataset, our suggested method of DR classification employing ResNet50
feature extraction with an SVM classifier (ResNet50-SVM) yielded an accuracy of 96.9%. When
compared to prior studies using similar approaches in binary classification on the APTOS dataset, this
result is encouraging. For instance, a prior study [16] that used the same dataset and the combination
of ResNet50 and SVM was able to reach 75.80% accuracy. In the same study, a MobileNet_V2-SVM
technique was also investigated, and an accuracy of 88.80% was attained. Another study [13] used
LBP feature extraction with a ResNet classifier and reported an accuracy of 96.35% on the APTOS
dataset. This comparison demonstrates the effectiveness of the proposed approach over state-of-the-
art [25]. This study offers insightful information, but its applicability to other populations or settings
is limited due to its reliance on a single dataset. It is essential to bear in mind that the accuracy of DR
classification is an evolving area of study, and additional investigation is required to ascertain whether
our results apply to other datasets. A clear comparison is shown in Table 5.

Table 5: Comparison with state-of-the-art

Study Dataset Technique Accuracy

[13] APTOS LBP feature extractor + ResNet classifier 96.35%
[16] APTOS MobileNet_V2 feature extractor + SVM classifier 88.80%

ResNet50 feature extractor + SVM classifier 75.80%
Proposed model APTOS ResNet50 feature extractor + SVM classifier 96.9%

6.2 Computational Complexity Analysis

The overall computational complexity of the proposed image classification pipeline might change
at different stages and is dependent on a number of factors, including:
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6.2.1 Preprocessing

In this phase, because it processes each image one at a time, it has a linear complexity of O(n)
relative to the number of images (n).

6.2.2 Feature Extraction and Reduction

The complexity of this step depends on the selected model architecture and the number of PCA
components utilized for dimensionality reduction. ResNet50’s precise complexity can vary based on
the implementation, but a CNN is typically estimated to be O(L ∗ F ∗ n2), where L is the number of
layers, F is the number of filters in each layer, and n is the size of the input image [26]. For a dataset of
size n with p features, the PCA calculation complexity is O(p2n + p3) [27].

6.2.3 SVM Classifier

The complexity of SVM with a polynomial kernel is typically O(n ∗ p ∗ d), where n is the number
of images, p is the number of features, and d is the polynomial’s degree. The phase that takes the longest
will ultimately determine how efficient the approach is overall. Using the ResNet50 model to extract
features appears to be the challenge in this instance, where it has a complexity of O(LFn2). However, it
may be hard to estimate the computational cost precisely using Big-O notation without knowing the
exact values of L, F, and n. The model development process was carried out in a Python environment,
using the power of GPUs (Graphics Processing Units) made available by Google Colab and Kaggle
Kernels. This allowed us to effectively train computationally complex models employing libraries such
as TensorFlow.

7 Conclusions (and Future Work)

In conclusion, the study addressed the pressing need for improved diagnostic methodologies in
the context of diabetic retinopathy (DR), a severe complication of diabetes mellitus. By integrating
techniques of machine learning (ML) algorithms and deep learning (DL) models, this study aimed
to enhance the efficiency and accuracy of DR detection, mainly focusing on the binary classification
used to identify the disease to mitigate the risk of vision impairment and blindness. The findings of this
research underscore the potential of applying ML and DL approaches to revolutionize DR diagnosis
and management. The adoption of a pre-trained ResNet-50 convolutional neural network (CNN) for
feature extraction, coupled with three various machine learning classifiers such as Support Vector
Machine (SVM), K-Nearest Neighbors (KNN), and Histogram Gradient Boosting (Histogram GB),
has yielded promising results in discerning retinal images with and without DR. The models have
demonstrated remarkable accuracy, attributed to image preprocessing, feature extraction, reduction,
and classification. Notably, the SVM classifier exhibited the highest level of accuracy, achieving a
96.9% accuracy rate. It demonstrated superior accuracy and balance as compared to other evaluated
methods. Future research may include more datasets to investigate any changes in performance across
various scenarios and offer a more thorough comprehension of the generalizability. Furthermore,
clinical validation studies will be employed to guarantee practical deployment in clinical settings.
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