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ABSTRACT

Extracting valuable information from biomedical texts is one of the current research hotspots of concern to a wide
range of scholars. The biomedical corpus contains numerous complex long sentences and overlapping relational
triples, making most generalized domain joint modeling methods difficult to apply effectively in this field. For a
complex semantic environment in biomedical texts, in this paper, we propose a novel perspective to perform joint
entity and relation extraction; existing studies divide the relation triples into several steps or modules. However, the
three elements in the relation triples are interdependent and inseparable, so we regard joint extraction as a tripartite
classification problem. At the same time, from the perspective of triple classification, we design a multi-granularity
2D convolution to refine the word pair table and better utilize the dependencies between biomedical word pairs.
Finally, we use a biaffine predictor to assist in predicting the labels of word pairs for relation extraction. Our
model (MCTPL) Multi-granularity Convolutional Tokens Pairs of Labeling better utilizes the elements of triples
and improves the ability to extract overlapping triples compared to previous approaches. Finally, we evaluated our
model on two publicly accessible datasets. The experimental results show that our model’s ability to extract relation
triples on the CPI dataset improves the F1 score by 2.34% compared to the current optimal model. On the DDI
dataset, the F1 value improves the F1 value by 1.68% compared to the current optimal model. Our model achieved
state-of-the-art performance compared to other baseline models in biomedical text entity relation extraction.
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1 Introduction

The critical elements of a knowledge graph are relation facts, most of which consist of two entities
connected through semantic relation. These facts take the form of (subject, relation, object) or (s, r, o)
and are called relation triples. Extracting these relation triples from natural language texts is essential
for constructing extensive knowledge graphs.
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Early work by Zelenko et al. [1] on relational triad extraction used a pipeline approach. It first
identifies all the entities in a sentence and then classifies the relation for each entity pair. This approach
often encounters the error accumulation problem, as misrecognition in the early stages cannot be
corrected later. To tackle this problem, subsequent research has proposed a feature-based model that
jointly learns entities and relations. Examples of such work include Li et al. [2] and Yu et al. [3].
Recently, Zheng et al. [4] used a neural network-based model, which has achieved considerable success
in ternary extraction tasks by replacing manually constructed features with learned representations.

In the field of biomedicine, there are relatively few studies on extracting relational triads, mainly
due to the complexity and specialization of biomedical texts. These texts usually contain a large number
of specialized terms and complex syntactic structures, making the extraction of relational triples
particularly challenging. Although some progress has been made in this area in recent years, related
research efforts are still limited compared to other fields. Li et al. [5] implemented triple extraction
by separating the Named Entity Recognition (NER) and Relation Extraction (RE) subtasks through
a shared parameter paradigm. Luo et al. [6] proposed an Att-BiLSTM-CRF model to jointly extract
entities and relations, considering overlapping relations in the tagging scheme. As shown in Fig. 1,
there are three sentence types in the biomedical corpus. The first example is the usual case where
there are no overlapping triples. The second belongs to the Single Entity Overlap (SEO) case, where
one entity is shared. The third case is the Entity Pair Overlap (EPO) case, where a pair of entities is
shared. Biomedical texts are rich in resources and contain complex information, with a large number
of domain-specific terms, such as “Phillyrin,” “Hepatocytes,” “AMPK,” etc., in the Normal-type
sentences in Fig. 1. Biomedical texts differ from general domain texts in that the former contains
many domain-specific terms and much overlap.

Figure 1: Examples of the normal, SEO, and EPO cases

Currently, whether it is a generic or domain-specific extraction of relational triples, the current
approach ignores the nature of a ternary—its subject entity, relation, and object entity are interde-
pendent and inseparable. In other words, extracting an element by fully sensing the information of
the other two elements is reliable. In order to realize the extraction of relation triples, we use the table
structure to realize the triple classification perspective to accomplish the extraction task of relation
triples. For example, as shown in Fig. 1, for Normal, “phillyrin” and “AMPK” are two words in the
sentence, and “CRP:3” is a predefined relation. These are all visible in training, so the triple (phillyrin,
CRP:3, AMPK) can be recognized directly by judging the correctness of each triple element.

Inspired by the above ideas and utilizing the three elements of a ternary, we use all the elements
of the triple, which extracts all the relation triples from it through a table structure, specifically,
considering that an entity may have more than one labeled token, we transform the joint entity relation
extraction task into a fine-grained triple classification problem, for a word pair

(
wi, wj

)
labeling and a

predefined relation rk, based on the objective relation ternary
(
wi, rk, wj

)
, if it is correctly labeled, then

label
(
wi, wj

)
correctly in the corresponding rk relation matrix, and vice versa, the label ‘-’. Furthermore,
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we design a multi-granularity 2D convolution technique to enhance the representation of word pairs
in the table, efficiently capturing the interactions between both nearby and distant word pairs. In
conclusion, our contributions include the following:

• We utilize all the elements in the relation triad to transform joint entity and relation extraction
into fine-grained ternary classification and use convolution to learn the connection between
relations and labels to capture the information of the subject entity, relation, and object entity
simultaneously.

• We propose a multi-granularity 2D convolutional approach based on the characteristics of
biomedical text for capturing semantic information between word pairs of different granularity
to refine the table representation and, hence, the label classification.

• We evaluate our model on CPI and DDI datasets and show that our method outperforms state-
of-the-art baselines while solving complex scenarios with overlapping relational triples.

The organization of this paper is as follows: Section 2, “Related Work,” reviews the latest
techniques in joint entity and relation extraction. Section 3, “Problem Formulation,” defines the
tasks involved in joint entity and relation extraction. Section 4, “Relation Tagging,” covers labeling
strategies and decoding methods. Section 5, “Model,”presents the overall architecture of our proposed
model. Section 6, “Experiments,” details the dataset used, the experimental setup, and the results
of the experiments. Finally, Section 7, “Conclusion,” summarizes our findings and discusses future
directions.

2 Related Work

The early task of extracting entities and relations was to solve the task in a pipelined manner.
Roth et al. [7] used a pipelined approach to extract sentence entities and relations. Although the
pipelined approach achieved good results, it usually causes error propagation problems and ignores
the correlation between the two steps. To alleviate these problems, several joint models aiming to learn
entities and relations jointly have been proposed.

Ren et al. [8] noted that conventional joint models are feature-based, depend significantly on
feature engineering, and demand substantial manual effort. To minimize this manual labor, recent
research has explored neural network-based methods, which offer state-of-the-art performance.
Zheng et al. [4] completed joint decoding by implementing a unified annotation scheme, transforming
the task of extracting relational triples into an end-to-end sequence annotation problem. Zeng et al. [9]
presented three models for overlapping triples and addressed the issue using a sequence-to-sequence
model enhanced with a replication mechanism. Fu et al. [10] also studied the overlapping triple
problem and proposed a graph convolutional network-based approach to solving the problem. Despite
the initial success of the overlapping ternary problem, both approaches still need help in learning
information about the overlapping parts. Wei et al. [11] proposed an innovative cascade binary
labeling framework. This method first detects all potential subject entities in the sentence and then
identifies all possible relational and object entities for each detected subject entity. While this approach
effectively solves the problem of overlapping triples, it also presents the challenge of cascading errors.
Wang et al. [12] proposed a unified labeling approach to extract entities and overlapping relations that
enables single-stage joint extraction. Shang et al. [13] proposed a single-module, single-step decoding
approach for joint entity and relation extraction. Zhang et al. [14] proposed a new relation-based triple
labeling and a scoring model for jointly extracting entities and relations. Dai et al. [15] proposed a
new method for extracting joint entities and relation, which includes a filter separator network (FSN)
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module. Although the model achieved good results in generalized domains, it needed to address the
overlapping problem in biomedical texts by targeting the characteristics of biomedical texts.

Entity relation extraction of biomedical text is an important application of natural language
processing in biomedical field, which plays a vital role in scientific research, drug discovery and many
other aspects. Li et al. [16] used a bi-directional LSTM approach to design a model to extract both
entities and relations simultaneously. Lai et al. [17] utilized an external knowledge augmentation model
to perform joint entity and relation extraction. Zhang et al. [18] designed a tokens tagger to implement
a single-stage joint biomedical entity and relation extraction to solve the biomedical text overlapping
problem. Yang et al. [19] introduced a generative joint modeling approach for entity and relation
extraction tasks using a medical dataset. Zhang et al. [20] proposed utilizing the medical knowledge
graph to collectively extract entities and relations from Chinese medical texts.

In this paper, we propose a triple classification-based learning tag labeling method to extract
relational triads from medical text and design 2D multi-granularity convolution to solve the problem
of overlapping relations in the text according to the characteristics of biomedical text.

3 Problem Formulation

Given a sentence S = {w1, w2, . . . , wL}, L are tokens as well as K predefined relations R =
{r1, r2, . . . , rK}. The joint entity and relation extraction aim to identify all possible triples T =
{(hi, ri, ti)}N

i=1 in S, where N is the number of triples, hi and ti, the combinations of multiple consecutive
tokens compose the head entity and the tail entity, e.g., the entity span is denoted as wp : q, where wp : q

denotes the consecutive tokens of the word w indexed p to q in the sentence S.

4 Relation Tagging

For each sentence, we set all possible
(
wi, rk, wj

)
relation labels according to the relation, where wi,

wj ∈ S and rk ∈ R. We represent the relation labels as an MK×L×L matrix to store the results of relation
triad classification. In decoding, we decode entities and relations from the relation labeling matrix M.

4.1 Tagging

Generally, we use Begin, Inside, and End to denote the token’s position in the entity. According
to the existing research [11], we use the first token and the last token of the entity to complete the
identification of entity boundaries, so for the extraction of a relational triple, we only need to identify
the head entity and the end entity in the token labeled Begin and End. In addition, we add the
[Unused1] token for each word in the sentence so that the entity for a word after the word division is
still its token and has the End label.

Based on detecting subject and object boundaries to determine the labeling of word pairs, our
tagging strategy uses four types of labels: (1) HB(Head-entity Begin)-TB(Tail-entity Begin). The label
refers to the token pair of two entities under a specific relation, where the token pair represents
the starting token of the head entity and the starting token of the tail entity. (2) HB(Head-entity
Begin)-TE(Tail-entity End). The token pair corresponding to the label under a specific relation has
the row label as the first token of the head entity and the column label as the last token of the tail
entity. Meanwhile, the “HB-TE” label is the maximum boundary information of the two entities. (3)
HE(Head-entity End)-TE(Tail-entity End). The label is similar in meaning to “HB-TB.” It refers to
the token pair of two entities under a specific relation, where the token pair represents the ending
token of the head entity and the ending token of the tail entity. (4) “-”. All cells are labeled as “-”
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except in the three cases mentioned above. For example, the sentence “phillyrin-enhanced activation of
AMPK in HepG2 hepatocytes” There is a relationship “CPR:3” between the two entities “phillyrin”
and “AMPK”, thus, In the table, we marked it with three related labels, “HB-TB”, “HB-TE”, and
“HE-TE”, and the unrelated cells were marked with “-”.

The sparsity of the labeling matrix M offers several benefits: Firstly, employing three distinct
labels helps to significantly reduce the potential search space in classification tasks. Secondly, a sparse
M guarantees an ample number of negative samples during training. Lastly, the sparsity of M ensures
that ternary decoding remains both simple and efficient.

Moreover, our labeling can effectively handle biomedical texts in complex semantic environments.
Specifically, for SEO scenarios, two entity pairs will be labeled in different parts of Mr = i if the two
triples have the same relation; if the two triples have different relations, the two entity pairs will be
labeled under different relation matrices. As shown in Fig. 2, the sentence “the orally active renin
inhibitor Aliskiren (SPP100)” can be extracted with two relation triples (renin, CPR:4, Aliskiren)
(renin, CPR:4, SPP100), and the relationship between the two triples is the same, so in the “Mr =
CPR :4” relation matrix, for the two different pairs of entities, labeling can be labeled, in the decoding
stage, for this SEO overlap scenario, we can easily decode. For the EPO case, entity pairs will be
labeled in different sub-matrices according to their relation. As shown in Fig. 2, the sentence “acyl
glucuronides to act as substrates or inhibitors of HCES1” can extract two triples (acyl glucuronides,
CPR:4, HCES1)(acyl glucuronides, CPR:9, HCES1), these two entity pairs are labeled in the relation
matrices “Mr = CPR :4” and “Mr = CPR :9”, respectively.

Figure 2: Example of labeling strategy. For ease of interpretation, we represent this as a two-
dimensional matrix under a predefined relation, representing rows and columns as head and
tail entities

4.2 Decode

The labeling matrix MK×L×L labels the boundary labels of the paired subject and object entities and
the relation between them. As a result, decoding relation triples from matrices becomes easy. In each
relation, since the paired rows (for head entities) and columns (for tail entities) share the “HB-TE”, the
entity span can be obtained by splicing “HB-TE” with “HB-TB” or “HB-TE” spliced with “HE-TE”
to get the entity span.
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Algorithm 1: Tag decoding
Input: sequence of Tokens T, relational triad matrix prediction result M, set of relations K
Output: relational triple Triple_list
1. Initialize the relational triple Triple_list and find the indexes greater than 0 in the M matrix as R,

H, T, respectively.
2. For i <- to len(R) do
3. If M[R[i]][H[i]][T[i]] == HB-TB//If the first label is currently HB-TB
4. If M[R[i]][H[i]][T[i+1]] == HB-TE//If next label is HB-TE
5. For j <- H[i] to len(T) // continue to look down
6. If M[R[i]][j][T[i+1]]== HE-TE//Find the last label HE-TE
7. remove “#” and [Unused1], add (Head Entity, Relation, Tail Entity) to

Triple_list
8. Return Triple_list

5 Model

We propose a Multi-granularity Convolutional Token Pairs of Labeling (MCTPL) model. Our
framework, illustrated in Fig. 3, comprises three components. First, SciBERT [21] serves as the encoder
to produce contextualized word embeddings from the input sentences. Multi-granularity convolution
is then used to refine the representation of the form for subsequent word pair classification. Subse-
quently, a joint classifier is used to predict all labels.

Figure 3: Overall architecture of our model. ⊗ and ⊕ denote element-by-element addition and tandem
operations

SciBERT Encoder For sentences with input L tokens, we utilize the pre-trained SciBERT [21] as
a sentence encoder to capture the word embeddings of each token:

{x1, · · · , xL} = SciBERT
({

w(l)
1 , · · · , w(l)

L

})
(1)
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Here, x(l) ∈ Rdemb is the output of the lth layer of SciBERT, typically, l is 12 layers, and demb is the
dimension size.

Constructing Word Pair Tables Specifically, for each word pair
(
wi, wj

)
, we concatenate the word

embeddings xi, xj and construct a 2D table containing information about the word pair. It is well
known that the input of the pretrained BERT consists of token embeddings, position embeddings,
and segment embeddings, which model word, position, and sentence information, respectively.

Inspired by Bert, we first construct the representation V ∈ RN×N×2demb of the word-pair table.
To enrich the representation of the word-pair table, we incorporate the positional information Ed ∈
RN×N×dEd of the word pairs.

Vi,j = [
xi; xj

]
(2)

Hi,j = Linear
([

Vi,j; Ed
i,j

])
(3)

Here, [; ] denotes the concatenation of two vectors, Linear denotes a linear transformation, and
Hi,j ∈ RN×N×dh .

Multi-Granularity Convolution It is well known that 2D-CNN is widely used to extract features
for image classification and object detection, and it also excels in relation processing. Meanwhile, we
apply a 2D-CNN by converting text into a table structure, treating the table as an image and each cell
as a pixel. This corresponds to our labeling strategy, which looks for tokens for subjects and objects
in a given relation. Since our model is predicting labels between word pairs, we utilize multiple 2D-
CNNs with different dilation rates M (e.g., M ∈ [1, 2, 3]) to capture dependencies between word pairs
of different granularity, thus refining the table dilation convolution is formulated as follows:

Qm = σ
(
MConvm

(
H(l−1)

))
(4)

where Qm ∈ RN×N×dh denotes the output of convolution with expansion rate m and σ is the ReLu
activation function. After that, we can get the final word pair lattice representation Q = [

Q1, Q2, Q3
] ∈

RN×N×3dh .

Co-Predictor After the multi-granularity convolutional layer, we obtain the word-pair lattice
representation Q and directly use the convolution to classify each pair of words. However, previous
work [22] showed that the MLP predictor can be augmented by collaborating with the bipartite affine
predictor for relational categorization, and here we use the convolution for categorization as well, so
we use the bipartite affine predictor to collaborate with the convolution for categorization. The input
to the bi-affine predictor is the output of the SciBERT encoder X = {x1, x2, . . . , xN} ∈ RN×demb . Given
the word representations, we use two multi-layer perceptrons (MLP) to compute the word begin of the
ith and the word end of the jth to represent begini and endj, respectively. Then, a biaffine classifier is
used to compute the relation scores for the beginning of the ith and the end of the jth word:

begini = MLP1 (xi) (5)

endj = MLP2

(
xj

)
(6)

y′
ij = begin�

i U endj + W
[
begini; endj

] + b (7)

where U , W , and b are trainable parameters, and begini and endj, denote the representation at the
beginning of the ith word and the representation at the end of the jth word, respectively. Here, y′

ij ∈
R4×K , K is the number of predefined relations in R, and 4 is the number of labels.
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Based on the refined table representation Q, we use convolution to compute the relational labeling
scores of word pairs Q, we use convolution to compute the relational labeling scores of word pairs(
xi, xj

)
, i.e., the relational labeling scores of Qij

(
xi, xj

)
:

y′′
ij = Conv

(
Qij

)
(8)

where y′′
ij ∈ R4×K , K is the number of predefined relations in R, and 4 is the number of labels. The label

prediction score of the final word pair is:

y(wi ,rk ,wj) = Softmax
(
y′

ij + y′′
ij

)
(9)

The objective function of our model is defined as:

Ltriple = − 1
K × L × L

×
∑K

k=1

∑L

i=1

∑L

j=1
log P

(
y(wi ,rk ,wj) = g(wi ,rk ,wj)

∣∣∣∣ (wi, wj

))
(10)

where g(wi ,rk ,wj) denotes the gold label obtained from the annotation.

6 Experiments
6.1 Datasets

As shown in Table 1, the detailed information of the two datasets is demonstrated.

Table 1: Statistics of two publicly accessible corpora

Dataset Relation types Train Dev Test

CPI

CPR:3 768 550 665
CPR:4 2251 1094 1661
CPR:5 173 116 195
CPR:6 235 199 293
CPR:9 727 457 644
Total 4154 2416 3458

DDI

Advice 826 221 221
Mechanism 1319 302 302
Effect 1687 360 360
Int 188 96 96
Total 4020 979 979

Chemistry-Protein Interactions (CPI [23]) consists of 1820 PubMed abstracts with chemistry-
protein interactions for the shared task of the BioCreative VI text mining chemistry-protein inter-
actions. We used the standard training and test sets from the ChemProt shared task and evaluated
five relation.

Drug-Drug Interactions (DDI [24]) corpus is derived from 1025 documents obtained from the
DrugBank database and Medline abstracts. It is considered a gold standard for evaluating information
extraction methods used to identify pharmacological substances and detect drug-drug interactions in
biomedical texts, as part of SemEval2013. We use 624 training and 191 test documents to evaluate
performance and report on four relation types.
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In addition, we employ the evaluation metrics Precision (P), Recall (R), and F1 score to analyze
and assess the experimental results. The formula is expressed as:

P = TP
TP + FP

R = TP
TP + FN

F1 = 2 × P × R
P + R

6.2 Experimental Settings

We implement the proposed model using the PyTorch framework and leverage the pre-trained
SciBERT model (SciBERT-Scivocab-Uncased) available from the Hugging Face library. All param-
eters, except those in the pre-trained SciBERT model, are initialized randomly. The AdamW [25]
algorithm was used to update the model parameters, and 100 epochs were trained in the training
process. During training, the model parameters are set as shown in Table 2. All experiments used a
single RTX 3090 GPU with 24 GiB of memory.

Table 2: Model parameter settings

Parameter name CPI DDI

CNN
Convolution kernel size 3 × 3 3 × 3
Hidden layer dimension 256 256
Training
BatchSize 4 2
Learning_rate (SciBERT) 1e−5 1e−5
Learning_rate (Other) 1e−3 1e−3
Dropout 0.2 0.2
Warmup_rate 0.1 0.1
Max_Grad_Norm 1.0 1.0
Epoch 100 100
Max_seq_length 150 150

6.3 Main Results

To assess our model’s performance, we compared it with various baseline models. For sequential
entity and relation extraction, we used the classic model by Zhang et al. [26]. For joint entity and
relation extraction, we selected several traditional models as baselines.

Zhang et al. used a hierarchical recursive neural network (RNN) to extract relation triplets by
integrating shortest dependency paths (SDP) and sentence sequences.

NovelTagging (2017) transformed joint entity and relation tasks into labeling problems with a
unique tagging scheme.
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Graph Tagging (2018) devised a novel graph scheme to convert joint entity and relation extraction
tasks into directed graphs and proposed a transfer-based directed graph incremental generation
method for joint learning.

CasRel (2020) utilized a parameter-sharing stacked pointer network to identify head entities and
their corresponding tail entities based on specific class relations.

PRGC (2021) approached joint entity and relation extraction by dividing it into subtasks of
relation judgment, entity extraction, and subject-object alignment, and introduced a framework
leveraging latent relations and global correspondences.

Luo’s method in 2020 constructed an Att-BiLSTM-CRF model to jointly extract entities and
relations, considering overlapping relations in the tagging scheme.

GRTE (2021) introduced a relation triplet extraction model based on global features for table
filling while handling overlapping relation extraction.

TPLinker (2020) introduced an innovative handshaking tagging scheme and a unified framework
for joint entity and relation extraction to tackle exposure bias and handle complex overlapping
relations.

Zhang et al. designed a token-based tagger for single-stage joint entity and relation extraction.

OneRel (2022) is a single-module, single-step decoding method for joint entity and relation
extraction.

Table 3 shows how our model compares to the baseline model on CPI and DDI. On the CPI
dataset, our model achieves the state-of-the-art F1 score by comparing the optimal model with a
relative improvement of 1.57% in accuracy, a comparable recall to it, and a relative improvement of
2.34% in F1 value; on the DDI dataset, our model compares to the optimal model with a relative
improvement of 2.69% in accuracy, a comparable recall to it, and a relative improvement in F1
value of 1.68%. We credit the outstanding performance of our model to two key advantages: (1)
Our model solves the task of jointly extracting relation triples from the perspective of fine-grained
triple classification, in which relations are an inseparable part of triple extraction, and the intrinsic
connection between the triple information (head entity information, tail entity information, and
information about relations between entities) and labels are learned during the process of learning
the labeling markings, and then refine the model classification. (2) Multi-granularity 2D convolution is
designed in the model. In contrast, 2D convolution is suitable for working on tables. Multi-granularity
convolution can capture the interaction between word pair information at different distances in
complex semantic text, refine the representation of word pairs, improve the understanding and
expression ability of the model, and then dig deeper into the connection between word pairs for
label classification. Based on the above two points, the model’s accuracy has improved more than the
baseline model. In addition, for the recall rate is comparable to the baseline model results, our model
labels the predefined relation matrix before decoding. However, the triple classification perspective
allows the model to learn the intrinsic connection between the sentence and the elements in the ternary
so that the model obtains more performance in terms of the precision rate. However, at the same time,
it improves the precision of the model, making it learn too much semantic solid information, leading
to missing some correct labeling labels.
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Table 3: Overall results (%). † and ‡ denote the use of BERT and SciBERT. § means the use of table
structure. Bold font in the table is the best result, and underlining is the second-best

Model CPI DDI

Prec. Rec. F1 Prec. Rec. F1

Zhang et al. [26] 49.2 44.9 46.9 64.8 63.0 63.9
CasRel [11]† 52.0 53.7 52.9 66.9 64.8 65.8
Graph tagging [27] 41.5 34.8 37.9 58.7 57.1 57.9
Novel tagging [4]† 63.7 47.8 54.6 76.3 72.2 74.2
Luo et al. [6]† 63.5 52.0 57.2 76.3 72.3 74.2
PRGC [28]† 62.9 57.7 60.2 73.2 73.5 73.4
TPLinker [12]† 57.7 62.5 60.0 71.7 74.0 72.8
GRTE [29]†§ 59.0 58.7 58.8 73.9 76.2 75.0
Zhang et al. [18] 60.2 66.5 63.2 72.5 77.4 74.8
OneRel [13]‡§ 61.5 67.2 64.2 78.0 76.5 77.3
MCTPL (Our method)‡§ 64.7 66.7 65.7 80.1 77.1 78.6

Furthermore, due to error accumulation, joint methods generally surpass traditional pipeline
models in triplet extraction. Experimental results show that single-stage extraction methods outper-
form two-stage combinations (such as the CasRel model). This is because two-stage joint methods
struggle to effectively share information between stages, whereas single-stage approaches can manage
this issue more effectively.

To further explore our method’s ability to extract overlapping triplets, we conducted experiments
on various sentence types within the CPI dataset and compared the results with those of prior
studies. As shown in Fig. 4, we can observe that our model achieves the best F1 scores in extracting
relation triplets from different types of sentences. Furthermore, all the models we compared can
handle overlapping relations, and our model outperforms them in achieving the highest F1 score for
such cases. This indicates that our model excels in extracting both standard and overlapping relation
triplets effectively.

Figure 4: Extracting F1 scores for relational triples from sentences with different types
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6.4 Ablation Study

We conducted ablation studies on our model on the CPI and DDI datasets, as shown in Table 4.
Firstly, in the absence of distance embeddings, we observed a slight decrease in performance on both
datasets. This indicates that the distance information in our model can help improve its performance
by enabling the model to learn the intrinsic relationships between entities at different distances and
exploit varying degrees of semantic information from word pairs at different distances. Secondly, the
Biaffine predictor can help the model learn the representation of the head and tail entities and assist in
classifying the model labels. Lastly, the performance decreases upon removing fine-grained different
dilation convolutions, validating the effectiveness of multi-granularity convolutions in extracting
semantic information from different word pairs. It also indicates that 2D convolutions at different
granularities can learn semantic information from biomedical texts, enhancing model performance
and enabling more accurate and efficient extraction of relation triplets. In addition, we conducted
hyperparameter experiments when the convolution kernel size was set to 5 ∗ 5, and we found that F1
scores on CPI and DDI data sets did not increase but decreased, indicating that the convolution kernel
size set to 5 ∗ 5 made the model learn too much semantic information, resulting in poor labeling effect.

Table 4: Model ablation study (F1). M = [1], M = [2], and M = [3] denote convolutions with dilation
rates of 1, 2, and 3, respectively

CPI DDI

Ours 65.7 78.6
-Distance emb. 65.2 78.0
-Biaffine 65.4 78.3
-MConv (M = [1]) 63.7 76.7
-MConv (M = [2]) 64.5 77.9
-MConv (M = [3]) 64.1 77.3
convolution kernel size = 5 ∗ 5 63.0 77.5

6.5 Case Study

We compared the prediction results of the OneRel method and our method on the CPI dataset,
as shown in Table 5.

Table 5: Example forecast results for the CPI dataset. The red font is the result of incorrect extraction

Sentence 1 Initial in vitro studies utilizing HEPG2 liver cells revealed that addition of
eicosapentaenoic acid EPA blocked Delta5desaturase activity the terminal
enzymatic step in AA synthesis

Standard {EPA, CPR:4, Delta5desaturase}, {eicosapentaenoic acid, CPR:4,
Delta5desaturase}

OneRel {EPA, CPR:4, Delta5desaturase}, {eicosapentaenoic acid, CPR:4,
Delta5desaturase}

(Continued)
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Table 5 (continued)

MCTPL {EPA, CPR:4, Delta5desaturase}, {eicosapentaenoic acid, CPR:4,
Delta5desaturase}

Sentence 2 In a physiological K gradient TWIK2 is half inhibited by 01 mm Ba2 quinine
and quinidine

Standard {TWIK2, CPR:4, Ba2}, {TWIK2, CPR:4, quinine}, {TWIK2, CPR:4,
quinidine}

OneRel {TWIK2, CPR:4, Ba2}, {TWIK2, CPR:4, quinidine}, {TWIK2, CPR:4,
quinine}, {K, CPR:3, TWIK2}

MCTPL {TWIK2, CPR:4, Ba2}, {TWIK2, CPR:4, quinine}, {TWIK2, CPR:4,
quinidine}

Sentence 3 Lofentanil exhibited full agonism for enhancement of 35SGTPgammaS binding
to human recombinant ORL1 receptors EC50 50 nM.

Standard {Lofentanil, CPR:5, ORL1}
OneRel {}
MCTPL {Lofentanil, CPR:5, 35SGTPgammaS binding to human recombinant ORL1}

As we see from Sentence 1, Sentence 1 contains overlapping relational triples. Both OneRel’s
model and our model can predict the correct relational triples, which indicates that both models are
good at dealing with relational overlap; Sentence 2 has more overlapping relational triples compared
to Sentence 1, and OneRel’s model, although it can extract the correct relational triples, has the
additional prediction of the wrong relation triples. In contrast, our model successfully extracted the
correct relational triples, which shows that our model can achieve better performance when dealing
with sentences with multiple overlapping relations. This result further confirms the effectiveness of
our multi-granularity convolution mechanism in digging deep semantic information of sentences; in
Sentence 3, both OneRel’s model and our model do not predict correctly, indicating that there is still
room for our model to improve on some relation extraction.

7 Conclusion

In this paper, we introduce a new approach for transforming joint extraction tasks into detailed
triple classification problems, to fully utilize each triple element. We propose a multi-granularity
2D convolution method designed to capture interactions between neighboring and distant words,
effectively addressing the challenges of extracting complex and overlapping triples in biomedical texts.
Experimental results indicate that our method significantly surpasses existing techniques on the CPI
and DDI datasets. Our findings and analyses reveal that our model excels in feature extraction from
biomedical corpora and in handling overlapping triples.

Although our method is effective, there are still some problems that need further study. First, we
use convolution to capture dependencies between word pairs, but currently we can’t intuitively analyze
the information extracted by convolutional layers like in the field of computer vision. Secondly, our
model needs to be improved to address the category imbalance in biomedical datasets. In recent years,
many NLP researchers have improved the performance of models in information extraction tasks by
introducing word pair information, which indicates that making full use of word pair information is a
promising research direction. In the future, we will continue to investigate how words can be used for
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entity and relational joint tasks on information, and explore new ways to address category imbalances
in biomedical datasets. At the same time, we also hope to find a way to explain the role of convolution
in word information extraction.
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