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ABSTRACT

In recent advancements within wireless sensor networks (WSN), the deployment of unmanned aerial vehicles
(UAVs) has emerged as a groundbreaking strategy for enhancing routing efficiency and overall network func-
tionality. This research introduces a sophisticated framework, driven by computational intelligence, that merges
clustering techniques with UAV mobility to refine routing strategies in WSNs. The proposed approach divides
the sensor field into distinct sectors and implements a novel weighting system for the selection of cluster heads
(CHs). This system is primarily aimed at reducing energy consumption through meticulously planned routing
and path determination. Employing a greedy algorithm for inter-cluster dialogue, our framework orchestrates
CHs into an efficient communication chain. Through comparative analysis, the proposed model demonstrates a
marked improvement over traditional methods such as the cluster chain mobile agent routing (CCMAR) and the
energy-efficient cluster-based dynamic algorithms (ECCRA). Specifically, it showcases an impressive 15% increase
in energy conservation and a 20% reduction in data transmission time, highlighting its advanced performance.
Furthermore, this paper investigates the impact of various network parameters on the efficiency and robustness of
the WSN, emphasizing the vital role of sophisticated computational strategies in optimizing network operations.
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1 Introduction

The first generation of wireless mobile communications focused on speech systems, while sub-
sequent generations (G2, G3, G4, and G5) represented significant advancements building upon this
foundation [1–3]. The field of cellular wireless technology has experienced exponential growth over
the past two decades, marked by numerous successful technological advances. However, the rapid
proliferation of radio frequencies poses a challenge to sustaining this technological revolution, despite
the impressive achievements that have yet to be surpassed by any other technology. As a result,
significant developments have occurred in physical layer technologies, frequency reuse in cellular net-
works, and digital modulation techniques [4–7]. Examples of these advancements include Wideband
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Code Division Multiple Access (WCDMA), Code Division Multiple Access (CDMA), Orthogonal
Frequency Division Multiple Access (OFDMA), Multi Input Multi-Output (MIMO) schemes, and
more. These modifications have collectively enhanced the overall performance of networks.

Mobile stations are powered up prior to the initial synchronization phase. This paper provides a
concise overview of each generation of wireless technology, from 1 to 5 G. The rapid advancement of
affordable, versatile, and compact sensors has been facilitated by wireless communication, computing,
and microelectronic technologies [8,9]. These sensors are typically deployed randomly across an area to
monitor physical conditions such as temperature, humidity, and pressure [10]. Cooperative methods,
sometimes involving multiple hops, are employed to transmit observation data to a data collector
(UAV), which then sends the data to a remote server for further analysis.

Fig. 1 depicts the Network Model Diagram for Wireless Sensor Networks (WSN). This diagram
illustrates the overall architecture of the WSN, highlighting the deployment of sensor nodes, cluster
heads, and the trajectory of the UAV within the network. The interaction among each component
demonstrates the flow of data from sensor nodes through cluster heads to the UAV, which ultimately
transmits collected data to a remote server for analysis. This figure provides a foundational overview of
the network configuration supporting the proposed energy optimization framework discussed in this
paper. Furthermore, network sensors can autonomously organize wireless sensor networks by collab-
orating within their immediate environments. Due to their inherent qualities, WSNs are ideally suited
for deployment in hostile or extreme conditions, such as military operations or disaster monitoring
[11–14], making them an excellent choice for such applications. Moreover, WSNs find extensive use
across diverse domains, including monitoring industrial production lines, observing agricultural and
wildlife phenomena, and healthcare applications. Advances in wireless communication and computing
technology enable sensor deployments to cooperatively monitor their surroundings. Typically, this
information is relayed to a remote server, though increasingly, data is transmitted via multi-hop
methods like Wi-Fi to a data collector (UAV). The versatility of WSNs makes them valuable in
challenging environments such as disaster zones, military operations, and industrial settings, including
production lines. They are also increasingly employed in everyday applications like home automation,
smart homes, and healthcare monitoring of agricultural or wildlife populations.

There has been a lot of research into the topic of energy efficiency and balance, and it has led
to some important discoveries. Clustering technology, which groups sensors into clusters based on a
set of criteria, has the ability to drastically reduce WSNs’ energy needs. To communicate with the
UAV, one node in each cluster has been designated as a relay. By eliminating the need for direct
communication between nodes, clustering also simplifies the topological structure of networks [15]. In
addition, data fusion can be executed in relay nodes to reduce unnecessary work and filter redundant
data. LEACH, a pioneering cluster-based routing technology, arbitrarily selects relay nodes. Currently,
the LEACH framework is being used in more projects than ever before. UAV mobility technology
helps reduce the wasteful consumption of power in wireless sensor network [16–20]. The UAV in a
WSN supported by one or more UAVs is often transported by a smart vehicle or robot and has total
freedom of movement. These benefits may result from allowing UAVs to move freely. First, as the
UAV travels, “hot spot” regions where sensors use more energy than others are mitigated. Sensors
take turns as “hot spots” to equally disperse energy consumption. Limiting the transmission distance
between communication pairs reduces total energy consumption, assuming the UAV mobility pattern
is well-designed [21]. Thirdly, a UAV may boost both the latency and throughput of a network (while
still ensuring connection). Because adopting a UAV mobility option impacts an existing system in so
many ways, there will definitely be obstacles.
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Figure 1: Network model diagram for wireless sensor network (WSN)

For dealing with the problems of energy efficiency in routing, transmission, and data gathering,
we present a schema that divides the sensors into sectors. Within each cluster, a CH is picked
based on its weight (estimated based on the source node’s distance and residual energy). Within
clusters, communications are either single- or multi-hop-determined by how much power remains
[22]. Additionally, a CH is designated as the leader to communicate with the UAV by following
an optimal path developed by a greedy algorithm [23]. After choosing the subsequent leader who
optimizes performance, data collection continues along a predetermined trajectory. The suggested
schema has been compared to various current schemas via extensive simulations. We additionally
expand our framework by exploring the effects of a wide range of variables on performance.

The key research objectives can be summarized as follows:

• The proposed schema that categorizes the sensors into several sectors in order to address the
issues of energy efficiency in routing, transmission, and data collection.

• The cluster head (CH) is nominated from each cluster based on its weight, which is calculated
from the distance and remaining energy of the source node. Members of each cluster vote on
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the routing path that will take them to their respective CHs, which may include a single hop of
communication or multiple hops, depending on the amount of power left.

• Additionally, CH is selected as the leader to interact with the UAV by adhering to an efficient
path created by a greedy algorithm. Following the selection of the next leader who optimizes
performance, data collecting follows a preset path.

• The simulations not only show that our innovative routing schemas are superior to CCMAR
and ECDRA, However, we should also look into how various factors influence a network’s
performance. The performance of the design was ultimately improved as a result of these
simulations.

The rest of the paper is structured as follows: Section 2 reviews related literature, Section 3 details
the system model, Section 4 outlines the proposed methodology, and Section 5 presents the simulation
results.

2 Related Works

Many individuals are commencing to look into energy-efficient routing methods. For instance,
ECDRA, a dynamic routing system for unmanned aerial vehicles, can save power. This protocol differs
from others in that sensor nodes are organized into clusters, and they’re tasked with rotating around
a center point which holds the UAV. This dynamic network topology is changed according to the
position of the UAV, which is situated on the outside perimeter of the circular arrangement of sensor
nodes [24]. The most popular, widely recognized and prominent hierarchical routing protocols that
has ever been invented is called LEACH, which stands for Lightweight Ethernet Access Protocol [25].
In LEACH, every sensor is placed into one of two categories: cluster heads (CHs) or normal nodes
(ONs). An ON sends the data that it is monitoring to the CH that is most suited for it, and the CH in
turn fuses and sends the data to a base station (BS). LEACH is more effective than traditional routing
protocols because it lengthens the lifetime of networks by selecting CHs in a random fashion. This
makes LEACH more efficient. CHs have a tendency to be dispersed in an erratic pattern, and the high
energy loss that follows from their direct interaction with the BS.

The LEACH improvement, Power-Efficient Gathering in Sensor Information Systems, another
hierarchical chain technique (PEGASIS) [26]. As long as the receiving node is closer to the base station
than the sending node, the data packet only needs to be sent from the sending node. A greedy approach
joins together communication chains between clusters. Sending data packets to the base station is the
responsibility of the node nearest to the base, known as the chain leader [27]. The elimination of long-
distance communication in the design results in significant energy savings. In the meanwhile, multi-hop
transmission may result in severe network delay. Therefore, delay-sensitive applications should not use
this protocol.

First node death time may have a significant impact on classic load-sharing clustering systems like
LEACH. HEED (Hybrid Energy-Efficient Distributed Clustering) is able to get around this problem
since it prioritizes nodes with the highest energy by giving them a better probability to be CHs when
they are replaced. Using average minimum reachability power (AMRP) is a viable way for assessing
intra-cluster communication costs and calculating how much each individual node will cost.

AMRP Calculation:

Average Minimum Reachability Power (AMRP) is a metric used to evaluate the communication
cost within a cluster. It is defined as the average of the minimum power required for communication
between nodes in a cluster. The formula for AMRP is given as:
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AMRP =
∑N

j=1 MinPwr

N
(1)

We look at AMRP, the protocol where MinPwr refers to the minimum possible transmission power
between two nodes, in this research. We will also investigate how wireless sensor networks may be used
to deal with hotspots. A mobile UAV may go from a highly connected location to one with less service.
This may be utilized in a wireless sensor network to give ongoing coverage. Below are several routing
systems employing single hot spots. First node death time may have a significant impact on classic load-
sharing clustering systems like LEACH. HEED (Hybrid Energy-Efficient Distributed Clustering) is
able to get around this problem since it prioritizes nodes with the highest energy by giving them a better
probability to be CHs when they are replaced. Using average minimum reachability power (AMRP) is
a viable way for assessing intra-cluster communication costs and calculating how much each individual
node will cost.

Due to the widespread use of mobile phones, routing protocols that use UAVs have become
a hot topic. There are many different examples, including AMRP and Mobile Ad-Hoc Networks
(MANETs). Where MinPwr denotes the minimum power necessary to transmit a signal, Demand
Assignment Multiple Access (DAMA) and Adaptive Modulation and Power Control (AMRP) help
balance network energy consumption by reducing what each node can consume. This saves on
battery life. Alternatively, if the destination is mobile, the UAV location can travel with a flow to
ensure transmission quality and reliability. Point-to-point routing protocols are unsuitable for this
type of adaptability due to the fact that hot spots could impede signal clarity. In recent years,
mobile routing protocols have gained interest due to the surge in use of portable devices like Radio
Frequency Identification (RFID) tags, cellphones, and Personal Digital Assistants. Other mobile
routing protocols that have been developed are mentioned below.

According to [28], a novel approach titled Load Balanced Clustering with Dual Data Uploading
(LBC-DDU) was presented. This approach partitions the network into three layers: Sencar, cluster
head and sensor. At the outset of each cycle, sensors are able to compute an optimal route in advance
and then walk it to collect data via single-hop broadcasts. After reaching each designated location,
sensors would return to a home base to prepare for the subsequent round. Sensors have two antennas
for exchanging information with two CHs so that they can utilize multi-user MIMO technology to
reduce delay and improve efficiency.

As [29] introduced a data-gathering technique that organizes the data in clusters of trees, the data
are arranged in trees (TCBDGA). Each node’s importance is calculated using a number of conditions,
one of which is the amount of energy it has left over, the number of its neighbors, and its distance
from the base station (BS). Thus, nodes choose their closet with the highest weights as their parents.
This results in the growth of trees, which are then decomposed into smaller trees depending on their
depth and traffic load to improve performance. As [30] designed UAVs with barriers for WSNs, using
the suggested graph-based scheduling mechanism, they then offer a heuristic route planning method
for avoiding obstacles. The UAV is programmed to walk along this route and gather data through
direct transmission from CHs. After finishing its data collection, it goes back to where it was. Results
from computer simulations show that the approach effectively extends the life of the network, with
the scheduling mechanism playing a crucial role in reducing network complexity when obstacles are
present.

According to [31], authors introduced the VELCT (velocity energy-efficient and link-aware cluster
tree) system. Cluster Heads (CHs) are chosen at setup time based on their threshold values, and then
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performance-optimized clusters are formed through inter-CH communication. Then, in order to build
a data collection tree (DCT), it is decided which nodes would be data collection nodes (DCNs). During
the steady-state phase, where Cluster Heads (CHs) gather monitored data from their members and
transmit aggregated data to DCNs, there is no degradation in throughput, energy consumption, or
delay performance. Cluster-chain mobile agent routing, which is illustrated in [32], is an approach
CCMAR. It employs the cluster head selection value to determine the most effective CHs. Members
of the cluster construct data transmission networks. Using residual energy level, signal intensity,
and path loss, a routing route for an MA is determined. There are several expenses associated with
networks, but the longevity of a network is an essential issue that must be considered continuously.
Combining the particle swarm optimization approach, the immune algorithm, and a biomimetic ant
colony optimization algorithm yields improved outcomes. Several studies have shown that integrating
a large number of UAVs into WSNs may greatly improve their performance. Since references
[33–37] introduced a multi-UAV event-driven algorithm. Each node in this strategy may be in either
the monitoring or broadcasting state. Whenever an event is detected, a node transitions from its
monitoring state to its transmitting state and begins sending packets to the UAV. In large-scale WSNs,
the movement of a UAV is unrestricted, thus it is divided into sections with separate UAVs on each
section to minimize the energy consumption of the whole network. Also like [38–40], we use a multi-
UAV distance-aware routing algorithm to decrease WSN energy consumption by delivering packages
only when they are physically close to their ultimate destination. Multiple mobile CHs are constructed
to gather data from various sensor field locations. The base station collaborated with mobile CHs to
improve communication and decrease “multi-hop” communication. There were presented strategies
for extending the lifespan of the network. Large number of mobile CHs are developed to collect
data from various positions over the sensor field. The base station worked collaboratively with the
mobile CHs to communicate more effectively and reduce “multi hop” communication. Methods were
proposed to extend the network’s useful life.

3 Research Methodology
3.1 Fundamental Hypothesis

We take into consideration that the detecting field is a spherical area. Each point of the node
possesses a distinctive identification that varies from others’ points. We do some fundamental
hypotheses as follows:

• All sensor devices are erratically implemented by moving objects, such as an airplane, and stay
static after implementation.

• All sensors’ devices have information on the locality of the other connections through the data
interchange.

• All sensors’ devices have even preliminary energy/power, and their batteries could not be
replaced. One time a sensor consumes its power, it will be worthless.

• The communication energy of sensors can be configured and set based on the transmission
interval.

• The varying route of the UAV is well-arranged, and it holds limitless energy or power also
communication variety.
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3.2 Network Model

We deploy N sensor devices within a circular area of radius R. The sensors are denoted as
(N1, N2, and N3, . . . , Nn). A UAV is stationed within this sensor field and has unrestricted movement
within the area. The entire sensor field is evenly divided into multiple segments, with each sensor
positioned in a segment based on its geographic location, as illustrated in Fig. 2.

Figure 2: Randomly distribution of sensor nodes among the region-network model

3.3 Energy Model

Here, we develop a simulation model for energy that has been used before [40]. Fig. 3 illustrates
that energy consumption is largely separated into two categories: transmission side utilization and
reception side use. In the transmission phase, signals are generated and propagated. Once the signal
has been created, the amplifier will amplify it. To boost the signal in line with its transmission gap, the
amplifier employs two separate capabilities. This means that the transmission energy model is further
divided into a free storage approach for short-distance communications and a multipath decreasing
approach for long-distance communications. Transmission utilization refers to the energy used by the
transmission route and amplifier, while reception use refers to the energy used by the reception route.
As demonstrated in Equation, all sensors will need send out a packet of data with L bits of information
over a distance of dis:

Figure 3: Energy consumption model



4092 CMC, 2024, vol.80, no.3

E(L, d)

{
L · Eelec + L · εfs · d2 if d < d0

L · Eelec + L · εmp · d4 if d ≥ d0

(2)

where Eelec represents the energy consumed to run the transmitter or receiver circuit. εfs and εmp

signify the amplification-coefficients for the multipath decreasing model and the allowed space model,
correspondingly. d0 denotes the threshold value in addition it can be planned to use:

d0 =
√

εfs

εmp

(3)

εfs and εmp signify the amplification coefficients for the multipath decreasing model.

The energy consumed to receive an L-Bit data packet is given by:

Erx (L) = L · Eelec (4)

where Eelec represents the energy consumption for receiving the packet, L is the packet length, and Eelec

refers to the energy needed for operating the transmitter or receiver circuit.

4 Proposed Routing Schema
4.1 Clustering Development

The number of CHs determines the number of segments for the entire sensor node region. Based
on its location data, each sensor node is placed into one of many groups. The equation for each sector’s
angle is:

Angle = 2π

NCH

(5)

where NCH represents the number of CHs in the region. Using Equation, we then determine the
constellation in which each sensor node will participate.

CHids =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Arctan
(y

x

)
+ 2π

Angle

Arctan
(y

x

)
+ π

Angle

Arctan
(y

x

)
Angle

if y ≥ 0 and x < 0 (6)

y ≥ 0 and x < 0 where y represents the position of the sensor node along the y-coordinate axis
and x represents its position along the x-coordinate axis. After clustering, we establish the center of
the sensor node region as the basis for the coordinate axis and the network according to Fig. 4.

4.2 CH Assortment

In optimizing the efficiency of our sensor network, our focus lies in the strategic selection of nodes
abundant in energy resources. A pivotal criterion for CH determination is the residual energy of these
sensor nodes, ensuring the vitality of the network. Simultaneously, we underscore the significance of
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the distance between UAVs, and CHs to enhance the diversity of CH distribution. With CHs tasked
to relay data to the UAV, a process consuming substantial energy, proximity becomes imperative,
compelling us to position sensor nodes in close vicinity to the UAV. The nuanced estimation of sensor
node weights is achieved through the application of three distinct methods, and the ensuing simulation
delves into the outcomes. Utilizing Eqs. (7)–(9), we systematically calculate the weights of sensor nodes,
ensuring a comprehensive understanding of their impact on network dynamics and energy efficiency.

Wj1 = Eresiduali
(7)

Figure 4: Distribution of sensor nodes into clusters-clustering formation

Assuming this is a precautionary CH situation, the UAV’s closest sensor node will predominantly
communicate its mass to the other cluster members. Only sensor nodes that have attained the developed
weight and been turned into a new CH applicant will broadcast their weight. As the final CH, the
most substantial protuberance within each cluster will be chosen. After a CH is picked, the sensor
node appears like Fig. 5. Numerous further research has examined the various CHs present in each
cycle of CCMAR, LEACH, and TTDD. Even though a lot of power is being wasted, regulatory and
control communications will expand considerably due to repeated CH selection. In our easily readable
schema, the CHS distribution will never take place until none of the CHS fulfil the state that has the
most significant weight. Throughout the whole of each cycle, each participant sensor node will send a
data packet containing its weight to its associated CH for the purpose of collecting. Once the CHs in
a given cluster become aware that the sensor nodes linked with them have grown more mass than they
have, the CHS will broadcast a Re-clustering notice in such clusters once the CHs realize that their
associated sensor nodes have gained more mass than themselves.

4.3 Intra-Cluster Interaction

Frequently, long-distance communication uses a considerable quantity of energy and reduces the
network’s durability. Therefore, intra-cluster transmission must prevent long-distance communication.
Nodes in our architecture are capable of calculating the energy costs of alternate routing methods in
order to choose the optimal relay node or transmit data directly. According to [41,42], transmission
energy usage is almost one thousand times higher than expected. Therefore, it is important for
representatives to calculate an optimal routing path. Calculating the energy consumption on the travel
path when direct transmission is used is as follows:
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E(L, dSj ,CHsj) =
{

L · Eelec + L · εfs · d2
Sj ,CHsj

, if dSj ,CHsj < d0

L · Eelec + L · εfs · d4
Sj ,CHsj

, if dSj ,CHsj ≥ d0

(8)

where dSj ,CHsj signifies the distance between node Sj and its subsequent CHSj.

Figure 5: Selection of CHS

The intra-cluster transmission energy consumption is evaluated using:

Eintra

(
Sj, Sk, CHsj

) = Etransmit

(
L, d

(
Sj, Sk

)) + Erecieve (L, d (Sk, CHSi))

= 3L · Ee · e · d2
(
Sj, Sk

) + e · d2
(
Sk, CHsj

)
(9)

where Eintra represents the intra-cluster transmission energy, Sj is the source node, Sk is the relay node,
and, CHsj is the cluster head. This formula ensures that the energy consumption is accurately calculated
based on the distances between nodes and the relay, and selects the routing path that is one of the
shorter. The intra-cluster transmission can be found out using:

4.4 Inter-Cluster Communication

In this part, the optimistic technique is utilized to establish a chain for inter-cluster communication
in order to prevent prolonged communication gaps. The strategy for the chain’s future growth may be
broken down into the following steps:

Step 1: The UAV notifies all CHS of their identification and location by sending out a chain
formation message that is broadcast throughout the whole of the network.

Step 2: When the UAV obtains input about CHS, it will choose the CH that is geographically
nearest to it as the leading candidate. The leader is responsible for providing immediate communication
of the information to the UAV.

Step 3: Each CH only sends data to a relay CH closer to the UAV using the inefficient way. Chain
creation results in Fig. 6.
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Figure 6: CHs generation chain

4.5 Migration Approach of UAV

As can be seen in Fig. 7, the travel path that our proposed design for the UAV would take would
be in the shape of a spherical. It is feasible to compute the current location of the UAV by using
both its starting position and the amount of time it has moved. Because of this, all the unmanned
aerial vehicle (UAV) has to do to limit the amount of broadcast message sent by the network is simply
announce its beginning location and rotational velocity. Let’s say the UAV’s initial location is X0 and
it moves forward in time by t, the UAV relocated to a new site X1. After a few range cycles, the UAV’s
extrapolation needs synchronized sensor clocks and position data modification. When there is just one
UAV in the network, UAV X0 may start at any place within a circle with a radius of r. UAVs’ main
sites are evenly spread across the r-radius circle.

Figure 7: UAV flight path trajectory

5 Performance Evaluation

We used the MATLAB R2016a simulation environment to test our proposed schema. Table 1
summarizes some of the few key parameters.
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Table 1: Simulation parameters

Parameter name Value

Network radius (R) [400, 300, 200, 100] m
Cluster number (CN) [3, 4, 5, 6, 7]
UAV radius (r) [0, 0.25 R, 0.5 R, 0.75, R]
Number of nodes (N) [100]
Mobile sink number (MN) [1, 2, 3, 4, 5]
Initial energy (E0) [0.5] J
UAV speed (w) [π /20, π /10, π /5]
Packet length (l) [500] bits
Energy consumption on circuit (Eelec) [50] nJ/bit
Free-space model parameter (εfs) [10] pJ/bit/m2

Multi-path model parameter (εmp) [0.0013] pJ/bit/m4

Distance threshold

√
εfs
εmp

m

Node use significantly affects WSN performance by decreasing energy consumption, increasing
network longevity, and increasing the overall coverage of the system. In addition, the widespread usage
of sensors might be able to aid in the eradication of the repercussions indicated above. We provided a
framework for assessing the Cluster Chain Mobile Agent Routing Algorithm and the Energy Cluster-
based Dynamic Routing Algorithm. To fairly evaluate the relative merits of the various methods, we
ran them all on the same network model. In most situations, the lifespan of a network is defined as the
moment in time when the network encounters its first occurrence of a dead node. Fig. 8 depicts the
simulation result of comparing the network longevity of multiple strategies. From Fig. 8, our proposed
schema demonstrates superior network lifetime compared to CCMAR and ECDRA. CCMAR incurs
high forwarding costs due to its chain topology for intra-cluster communication. Moreover, CCMAR’s
inter-cluster communication utilizes direct links between CHs and UAVs, significantly elevating the
energy consumption of C. ECDRA also used a rotating UAV inside the sensor field, but only
considered the UAV’s movement on the sensor field’s perimeter. As a result, border sensors waste
more energy, hastening their demise. Our proposed schema obtained the highest performance since
it calculated the energy for several routing paths and picked the optimal one. Fig. 8 shows the results
of an analysis of the amount of energy used by a variety of distinct algorithms. The facts shown in
Fig. 8 indicates without a reasonable doubt that the design we provided was the most effective. Due to
its excessive data forwarding, CCMAR wasted unnecessary energy, resulting in a greater total energy
consumption than the other two algorithms. Due to the fact that ECDRA’s average communication
distance was much greater than that of the suggested approach, ECDRA consumed more energy than
the proposed method.
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Figure 8: Analysis of the amount of energy

5.1 Analysis on UAV Different Radius for Different Network Size

We propose a design where the UAV moves in a circular path with a small radius. By varying
the trajectory’s radius while keeping all other variables constant, we achieved our desired outcome.
Fig. 9 illustrates the network lifetime under different radius settings: 0, 0.25 R, 0.5 R, 0.75 R, and R.
The results from Fig. 9 show that the network had the longest lifetime when the UAV traveled with
a radius of 0.25 R. Conversely, network performance was weakest when the UAV operated outside
this circular path. The proposed method investigated the amount of energy required by UAVs with a
variety of radii. Fig. 10 displays simulation results. When the UAV’s radius reached somewhere around
0.25 R, the energy consumption obviously rose at a far slower rate than normal. In addition to this,
the network’s consumption of energy skyrocketed as the UAV’s radius got closer and closer to R. It is
probable that we compensated for each node’s residual energy, which led to inefficient network-wide
energy utilization, and that this was the cause of the discrepancy.

Furthermore, Fig. 9 illustrates the network lifetime comparison between CCMAR, ECDRA,
and the proposed algorithm. The x-axis represents the number of rounds, while the y-axis shows
the remaining energy. The proposed algorithm demonstrates a longer network lifetime compared to
CCMAR and ECDRA, indicating its efficiency in energy management.

This figure compares the residual energy levels of the sensor nodes for CCMAR, ECDRA, and
the proposed algorithm. The x-axis represents the number of sensor nodes, and the y-axis shows the
residual energy. The proposed algorithm maintains higher residual energy levels, demonstrating its
effectiveness in minimizing energy consumption. Clearly, the energy consumption rose far less rapidly
as the UAV’s radius approached 0.25 R. Furthermore, we analyzed the optimal radius of the UAV’s
circular trajectory at distances of 100, 200, 300, and 400 m, tailored to various network sizes. As the
network size R increased, both total energy consumption and network lifespan also increased. Fig. 10
clearly demonstrates that a radius of 0.25 R consistently proved to be optimal for the UAV across all
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network sizes. So, in the further graphs from Figs. 11–14, we have analysed the number of nodes alive
with variation of radius.

Figure 9: Network lifetime

Figure 10: Energy consumption (radius based)
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Figure 11: Analysis of nodes alive when R = 100

Figure 12: Analysis of nodes alive when R = 200
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Figure 13: Analysis of nodes alive when R = 300

Figure 14: Analysis of nodes alive when R = 400

5.2 Weight Calculation of CHs

Utilizing sensors that have a large amount of remaining energy is a wise choice for CHs. On the
other hand, high-residual-energy nodes often exist at a great distance from the UAV. Therefore, The
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CHs and UAV would be in constant contact over a wide area, if we merely checked the amount of
energy that was still present in the nodes. In order to extend the system’s lifespan, it was important to
find a balance between how much energy was left and how far away the CHs were from the UAV. Before
calculating the weight of each node, we first set the UAV’s radius to 0.25 R. Then, we utilize Eqs. (7)–
(9). Fig. 15 shows simulation results that demonstrate the practicality of determining node weights
using Eq. (9). Research suggests that defining the network lifespan can be based on the time of the
first node’s failure. However, using Eq. (6) may accelerate node failure due to its strong dependence on
distance in weight calculation. Given that each node initially had less than 1 J of energy, we chose to
compute weights using Eq. (7) to highlight the significance of residual energy. It was thought that each
node’s energy at the start was less than 1 J. The results of the simulation show that it worked better in
terms of how long it took for the first node to die.

Figure 15: Weight evaluation

5.3 Number of Clusters

Another important network factor was the total number of clusters. Too few CHs may result in
communication across significant distances between cluster members and CHs. During intra-cluster
communication, though, too many CHs led to chains that were too big. The forwarding of data
packets will waste a huge quantity of energy, and network latency will dramatically rise. Fig. 16 shows
simulation results for a UAV with a radius of 0.25 R, for which we used a variety of cluster counts in
our model. When cluster size was 5, the network worked better, notably in terms of the period when
the first node died.

5.4 Speed of the UAV

We conducted multiple tests to determine the maximum speed of the UAV. Adjustments to the
UAV’s speed were made possible by vehicles such as the intelligent automobile during its transport.
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Therefore, we set the UAV’s angular velocities to −20, −10, and −5, while maintaining a radius of
0.25 R. The simulation results are depicted in previous graphs. Despite potential increases in UAV
speed, the network’s lifetime showed minimal improvement, as evidenced in Fig. 17. Consequently, we
conclude that the UAV’s speed has a negligible impact on network longevity; it should therefore be
neither excessively fast nor overly slow.

Figure 16: Different cluster evaluation

Figure 17: Speed analysis of UAV
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5.5 Multiple UAV Deployment

We also analyzed how different UAVs will affect the longevity of the network. Each UAV’s range of
motion was limited to 0.25 R. As shown in Fig. 18, simulation findings showed that network lifespan
rose as the number of UAVs grew. We have also discovered that when the quantity of unmanned
aerial vehicles (UAVs) grows, the improvement in their lifetime drops. Since UAVs are more costly
than conventional sensors, three UAVs are suggested as the most cost-effective option.

Figure 18: Various UAV nodes

At a distance of 0.25 R, we analyse the power needs of a variety of UAVs. As seen in Fig. 19, the
network’s overall energy usage reduced as the number of UAVs rose. When the number of unmanned
aerial vehicles (UAVs) approached three, there was no noticeable change in the network’s overall
performance.

To verify the effect of multiple parameters on the performance of the proposed algorithm, we
conducted additional experiments where we varied key parameters simultaneously. Table 2 lists the
parameters and their respective ranges used in the experiments.

Figs. 18 and 19 illustrate the combined effect of varying the number of UAVs, transmission power,
cluster radius, and data packet size on the network performance. Our analysis shows that; Increasing
the number of UAVs and optimizing transmission power significantly improves network lifetime and
reduces energy consumption. Adjusting the cluster radius and data packet size also plays a crucial role
in balancing the network load and enhancing packet delivery ratio.
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Figure 19: Energy utilization by different UAV

Table 2: Parameter ranges for experiments

Parameter name Range

Number of UAVs 1–10
Transmission power 0.1–1 W
Cluster radius 10–100 m
Data packet size 64–1024 bytes

6 Discussion

The task of finding the best path for a sink as it moves is known to be NP-hard. The routing
methods also have a direct impact on the sink mobility issue. For this reason, one of the most pressing
concerns in the field is how to improve mobile sink approaches and routing algorithms in tandem.
Each application must thoroughly define its routing strategy, cluster head selection, sink placement,
speed, movement pattern, and resting positions, along with selecting appropriate routing techniques.
Security remains a critical and challenging aspect in WSNs, exacerbated by resource constraints and
deployment limitations [42]. Risks such as data tampering and malicious attacks pose substantial
threats to network security and can escalate energy consumption during data transmission between
source and destination nodes. The mobility of sinks and selective forwarding further complicates
matters, potentially resulting in data loss or alteration during transmission in WSNs employing sink
mobility technology. As a result, more study is required to fully appreciate the significance of data
transmission security in the ever-changing context of sensor networks. There is a good chance that store
and forward security will come in handy here. Many location-based applications might benefit from
using data obfuscation techniques to protect user privacy and stop damage from a hacked location. As
a result of the accuracy loss induced by data obfuscation technology, many data information places
might have a fuzzy appearance. However, further investigation is required to confirm the efficacy of this
technique. For example, in [42], two main components are suggested: one for managing a mobile sink
node and another for establishing pairwise keys between sensor nodes, creating a three-tier security
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architecture. In sensor networks, this technique may thwart attacks in which replicas of access nodes
are placed in fixed positions. It has been shown that NP-hard issues may be researched in order to
get a deeper comprehension of the characteristics and boundaries of these problems. Not only is this
valid for the dynamic mobility of UAVs, but it also applies to routing methods. It is significant to
emphasize that the simultaneous optimization of these two aspects is one of the most pressing concerns
in research. In addition to a valid moving trajectory, the number of UAVS deployed and the number
of cluster heads chosen, different mobile positioning applications need the selection of various routing
methods.

Regarding wireless sensor networks, security is always a challenging topic. The difficulty lies in the
fact that limited resources and a deployment environment make it challenging to develop solid security
techniques. In addition, potential threats such as data modification and malicious attacks have serious
implications for network security, hence increasing the energy needed for data transmission. When
connectivity between source and destination nodes is disrupted or lost due to the UAV’s movement,
the use of UAV mobility technology in WSNs exposes a range of data types. This implies that security
in dynamic sensor networks requires more investigation, and store-forwarding may be the solution.
Frequently, location-based applications utilize data obfuscation to safeguard location privacy. These
programs conceal the locations of multiple data points and reduce their precision, thereby reducing
the user’s risk of exposure. However, the safety of this sort of technology has not yet been thoroughly
investigated. For instance, a general three-tier security framework utilizing two distinct key pools has
been proposed to ensure that a UAV node and pairwise keys between sensor nodes cannot be utilized
to replicate stationary access node attacks on sensor networks.

However, we did find a common occurrence in which the energy distribution among clusters
was uneven, despite the fact that our proposed technique and algorithm both had high lifetime
performance. As seen in Fig. 20, some clusters had no live nodes, whereas other clusters had living
nodes. The following factors may contribute to a problem:

• There was no uniformity in the distribution of sensors, and the number of nodes in any given
cluster could be different from that in any other.

• In some clusters, the average distance between nodes and the regional center may be larger than
in others.

Figure 20: Un-even energy consumption among cluster
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6.1 Comparative Performance Analysis

To present our experimental results clearly, we have summarized the performance metrics of the
proposed method compared to other conventional methods such as CCMAR and ECDRA in the
following Table 3 and figures.

Table 3: Parameter ranges for experiments

Metric Proposed method CCMAR ECDRA

Energy consumption (J) 100 120 130
Network lifetime (h) 50 40 35
Packet delivery ratio (%) 95 90 85
Transmission time (ms) 10 12 15

7 Conclusion

Using UAVs, we offer an efficient CH selection technique for WSNs. According to early analytic
investigation, the suggested method efficiently increases the WSN’s lifespan. In addition, the suggested
technique randomly chooses the CH depending on the location of the UAV. We anticipate evaluating
the suggested approach in the future using comprehensive simulations and experimental data. In recent
years, research has focused a significant amount of effort on technologies that make clustering easier
and receiver mobility more flexible. Clustering and the mobility provided by UAVs have proven to be
helpful in achieving this objective. In this investigation, upon division the whole of the sensor field
into sections of the same size. Following that, we assign a cluster head (CH) to each section based on
the weights that are associated with it. Members of each cluster vote on the routing path that will take
them to their respective CHs, which may include a single hop of communication or multiple hops. After
then, the CH uses a greedy strategy to construct a chain of clusters by communicating with one another
across clusters. Through the use of simulation, we compare our innovative routing strategies, such as
CCMAR and ECDRA, to our proposed algorithm in terms of the amount of energy they use and
the amount of time they last. The simulations not only show that our innovative routing schemas are
superior to CCMAR and ECDRA, However, we should also look into how various factors influence
a network’s performance. The performance of the design was ultimately improved as a result of these
simulations.

Investigating the potential for this field of study requires concentrating on solving the complex
problems related to UAV trajectory optimization. In order to increase the effectiveness and efficiency
of aerial systems in dynamic sensor networks, it will be essential to prioritize the simultaneous
optimization of UAV mobility and routing algorithms. Furthermore, there is much room for inves-
tigation regarding the evolution of security measures, particularly in relation to UAV mobility,
which calls for creative solutions to strengthen data integrity and communication confidentiality.
Prospective directions for additional research also encompass the use of sophisticated methods, like
data obfuscation, to protect location privacy in dynamic sensor network settings. The development
of the next generation of UAV-enabled systems and the enhancement of their capabilities in diverse
applications depend heavily on these research directions.
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8 Limitations and Future Work

While our study demonstrates significant improvements in energy efficiency and network perfor-
mance, several limitations should be noted:

Dataset Biases: The simulations were conducted using synthetic datasets, which may not fully
capture the variability and complexity of real-world sensor networks. The synthetic data might not
represent all possible environmental conditions and node behaviors that could occur in practical
deployments. Potential biases in the dataset could arise from the assumptions made during data gener-
ation, such as uniform node distribution and consistent communication patterns. These assumptions
might not hold true in all real-world scenarios, leading to different performance outcomes.

Scalability: Although our algorithm shows promising results for networks of a certain size, its
scalability to very large-scale networks need further investigation. The computational complexity and
communication overhead in much larger networks could affect the algorithm’s efficiency.

Real-World Validation: The proposed algorithm has been validated through simulations. How-
ever, real-world implementation and testing are essential to confirm its practical applicability and
robustness. Factors such as hardware limitations, environmental interference, and dynamic network
conditions could impact performance.

Field experiments are necessary to evaluate the algorithm under various real-world conditions,
such as urban environments with high interference or remote areas with limited connectivity.

Energy Model Assumptions: The energy consumption model used in our simulations is based on
certain assumptions about the hardware and energy usage patterns. Real sensor nodes might exhibit
different energy characteristics, and the model may need adjustments to accurately reflect actual
energy consumption.

Future Work

To address these limitations, future research will focus on:

• Dataset Expansion: Utilizing real-world datasets from diverse environments to validate the
algorithm’s performance across different scenarios.

• Scalability Testing: Conducting experiments on larger networks to evaluate the algorithm’s
scalability and identify potential bottlenecks.

• Field Trials: Implementing the algorithm in real-world sensor networks to test its robustness
and adaptability to various conditions.

• Energy Model Refinement: Refining the energy consumption model to better match the char-
acteristics of real sensor nodes and incorporating more sophisticated energy management
strategies.
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