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ABSTRACT

Chinese Clinical Named Entity Recognition (CNER) is a crucial step in extracting medical information and is of
great significance in promoting medical informatization. However, CNER poses challenges due to the specificity of
clinical terminology, the complexity of Chinese text semantics, and the uncertainty of Chinese entity boundaries. To
address these issues, we propose an improved CNER model, which is based on multi-feature fusion and multi-scale
local context enhancement. The model simultaneously fuses multi-feature representations of pinyin, radical, Part of
Speech (POS), word boundary with BERT deep contextual representations to enhance the semantic representation
of text for more effective entity recognition. Furthermore, to address the model’s limitation of focusing just on
global features, we incorporate Convolutional Neural Networks (CNNs) with various kernel sizes to capture multi-
scale local features of the text and enhance the model’s comprehension of the text. Finally, we integrate the
obtained global and local features, and employ multi-head attention mechanism (MHA) extraction to enhance the
model’s focus on characters associated with medical entities, hence boosting the model’s performance. We obtained
92.74%, and 87.80% F1 scores on the two CNER benchmark datasets, CCKS2017 and CCKS2019, respectively. The
results demonstrate that our model outperforms the latest models in CNER, showcasing its outstanding overall
performance. It can be seen that the CNER model proposed in this study has an important application value in
constructing clinical medical knowledge graph and intelligent Q&A system.
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1 Introduction

The medical field has witnessed a rapid growth in medical information technology, leading to a
significant focus on the informatization of Electronic Medical Record (EMR) [1]. During hospital
visits, EMR are commonly utilized to record the patient’s physical health status and capture the
entire process of medical diagnosis. It is an indispensable medical data resource in healthcare services,
as it provides patients with reliable medical evidence, assists doctors in grasping patients’ physical
health status, and supports clinical experiments and research [2]. It is usually stored as various data
types, including unstructured free text that computers cannot automatically extract and recognize [3].
In order to effectively utilize the unstructured free texts, it is essential to employ entity extraction
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methods, such as Named Entity Recognition (NER) [4]. NER aims to extract valuable information
from the text. While NER has achieved considerable success in English, Chinese Named Entity
Recognition (CHNER) [5] poses greater complexity and difficulties. The complexity of CHNER
is largely attributed to the abundance of homophones and the absence of clear boundaries in the
language. These factors pose significant challenges, distinguishing it from other languages when it
comes to recognizing named entities in Chinese text.

Previous research in CHNER has explored various approaches, including dictionary-based [0],
rule-based [7], and machine learning-based methods [8]. These approaches have shown a degree of
achievement in CHNER tasks. Although very accurate, these methods rely significantly on manual
annotation and feature engineering, which can be a laborious and resource-intensive job [9]. With
the ongoing advancements in science, technology, and computing power, there is a growing trend
toward utilizing deep learning techniques in CHNER. Deep learning techniques have demonstrated
superior performance across various domains. Particularly, Long Short-Term Memory (LSTM) [10]
based neural network models have gained significant popularity in CHNER tasks. Among these
models, the BILSTM-CRF (Bidirectional LSTM with Conditional Random Fields) [1 1] model has
emerged as a prominent approach and achieved noteworthy results in CHNER tasks. Nevertheless, the
majority of existing CHNER models rely on character-based [12] or word-based [13] vector models.
On the one hand, character-based models alone may not capture sufficient semantic information
compared to word vectors. On the other hand, relying solely on unique word vector-based models
may result in inadequate representation due to inaccuracies in the word-splitting tool, leading to
subpar performance [14]. Moreover, existing CHNER methods frequently focus on global context
information and overlook the importance of local context information, which are also essential for
accurate entity recognition. Because of these reasons, CHNER models cannot fully consider semantic
information when extracting the named entities from Chinese text. To solve these problems, we propose
a multi-feature fusion and multi-scale local context enhancement for CNER model. Our contribution
can be summarized as follows:

1. We propose a new feature extraction method based on multi-feature fusion and multi-scale
local context enhancement, which comprehensively considers the multi-feature semantic of
Chinese characters and simultaneously extracts deep global and local semantic information
from Chinese Electronic Medical Record (CEMR) text.

2. We propose a multi-scale local context enhancement method based on multiple Convolutional
Neural Networks (CNNSs) with different kernel sizes to capture local contextual features from
various scales, ranging from fine-grained to coarse-grained. This enables the model to delve
deeper into the semantic information of the text.

3. We conduct extensive experiments on the publicly available CEMR datasets CCKS2017 and
CCKS2019. The experimental results prove the validity of the model and verify the importance
of each component in the model.

2 Related Work

In the initial phases of NER, dictionary-based and rule-based approaches were mainly used. The
dictionary-based and rule-based methods primarily rely on manual formulation, where entities are
recognized by domain experts, formulating specific rules, and then combining them with a dictionary
using pattern matching. Still, due to the specificity of rule formulation and the incompleteness of the
dictionary, the limitations of this method are significant, not only consuming a lot of effort and time
but also not making it easy to expand the dataset. Machine learning-based approaches use supervised
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learning to convert NER tasks into sequence labeling tasks or classification tasks, in which the process
often involves building many feature projects, typically Hidden Markov Models (HMMs) [1 5] models
and Conditional Random Fields (CRFs) [16] models. Although this approach substantially improves
over previous methods, it still requires extensive labeling by experts in the specialized domain. In
addition, it still has a high time cost for training.

Deep learning technology has quickly advanced in recent years, making it the dominant strategy
in NER research. Deep learning utilizes neural networks to automatically extract features of objects
and has demonstrated success [17]. Huang et al. [11] proposed the BILSTM-CRF model for sequence
annotation tasks, which has significantly enhanced the accuracy of NER. Zhang et al. [18] proposed
a lattice LSTM model specifically designed for NER, which incorporates the words’ meaning into the
word vector model, significantly improving Chinese boundary segmentation’s ability. Wu et al. [19]
proposed a network structure for NER based on CNN-LSTM-CRF, which jointly trained the NER
and word segmentation models, enhancing the ability to accurately recognize entity boundaries in
Chinese text. Xue et al. [20] proposed a centralized attention model that integrated BERT pre-training
and collaborative learning to enhance feature representation in the parameter sharing layer, resulting
in improved accuracy in extracting medical text entities and relations. Zhao et al. [21] proposed
an adversarial training-based lattice LSTM model that integrated character and word embeddings,
which incorporated adversarial perturbations into the lattice LSTM structure, with the specific goal
of enhancing recognition performance in the context of Chinese clinical texts. Li et al. [22] enhanced
CNER by including dictionary data and radical properties of Chinese characters to improve the
contextualized representation of words in their model. Kong et al. [23] introduced a CNN model
that employs a multi-level CNN structure to capture contextual information, making use of GPU
parallelism and enhancing model performance. An et al. [24] enhanced CNER by incorporating a
multi-head attention mechanism, which integrates a multi-head attention mechanism with a medical
dictionary, enabling more efficient capturing of the relationship between Chinese characters and multi-
level semantic features. Guo et al. [25] used the Transformer layer of the soft-dictionary structure
to replace the traditional LSTM, and the soft-dictionary system of the Transformer layer not only
supports parallel computation to save a lot of time but also captures more contextual dependencies
and correlations.

In summary, deep learning-based NER has shown promising results and is gaining traction
for practical NER tasks. Therefore, we propose a multi-feature fusion and multi-scale local context
enhancement method for CNER. By extracting multi-feature embedding and fusing multi-scale local
contextual features, our approach enables the model to better comprehend Chinese clinical text
information, thereby improving overall model performance.

3 Proposed Method

The model’s architecture, shown in Fig. 1, consists of four neural network layers: a feature
embedding layer, a feature extraction layer, a multi-head attention (MHA) mechanism layer, and a
CREF layer. Below are the detailed details of each layer:
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Figure 1: The overall model architecture

3.1 Feature Embedding Layer

To obtain as much rich semantic information as possible from the sequence, we extract sequence
features from five different perspectives: pinyin feature, radical feature, Part of Speech (POS) feature,
word boundary feature, and deep contextual word-level feature BERT.
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3.1.1 Pinyin Feature

Pinyin, as the official standard for the pronunciation of Chinese characters, contains a wealth of
semantic information. For dealing with low-frequency and unknown words, pinyin can also provide
valuable pronunciation information. This feature is particularly important in medical texts that
contain a large number of specialized clinical terms, because the same Chinese character may have
completely different meanings under different pinyin. For example, although the Chinese character
“i” in “=” (ENG: Traditional Chinese Medicine) and “#4” (ENG: stroke) have the same character
form, they have different pinyin, which leads to obvious differences in their semantics. The former
refers to traditional Chinese medicine, while the latter represents an acute cerebrovascular disease.
Therefore, simply converting Chinese characters into word-level vectors may lose this semantic
information. In order to distinguish the different meanings expressed by polyphonic and homophonic
characters in Chinese, we can assist the word-level semantic expression of Chinese characters by
integrating pinyin features. Specifically, the pinyin vector consists of 27 dimensions: the first 26
dimensions correspond to the 26 letters in the pinyin system, while the last dimension is used to
represent the tones of the Chinese character. To construct a pinyin vector, we first obtain the pinyin of
each Chinese character in the corpus. Then, we count the number of occurrences of each pinyin letter
in the first 26 dimensions of the vector, and combine it with the tone information in the last dimension
to construct a comprehensive 27-dimensional pinyin vector. The construction process of the pinyin
vector is as follows:

Qpinyin — Epinyin [Fpinyin (X)] (1)

where X represents the input sequence, the F"" function maps the input sequence to a sequence of
pinyin sequence, E/™" represents the mapping table between pinyin and the input sequence, and Q"""
represents the pinyin vector.

3.1.2 Radical Feature

The radicals of Chinese characters are important in understanding the composition and meaning
of Chinese characters. Radicals are often presented as specific symbols or shapes that help us decipher
the pronunciation and meaning of a Chinese character. In the Chinese character system, characters
sharing the same radicals are often semantically related. For example, “#” (ENG: flower) and “#”
(ENG: grass) both contain the radical “+”, which is also commonly associated with herbs. In the
medical field, many specialized clinical terminology naming entities also show consistent patterns of
radicals. For example, many disease terms carry the radical “J"” such as “2” (ENG: rash) and “#”
(ENG: itch). Traditional BERT models may not be able to capture subtle internal feature differences
when dealing with low-frequency or unknown words, and thus extracting radical feature vectors can be
helpful for vector bias of low-frequency or unknown words. To construct the radical vectors, we first
create the radical of each character from the corpus and count the set of all occurrences of the radical.
Then, we extract the radical of the current character and obtain the subscript of the position of the
radical in the set as a one-dimensional radical vector for that character. The process of constructing
its radical vector is as follows:

Qradical — Emdical [ Frz/diral ( X)] (2)

where X represents the input sequence, the F“ function maps the input sequence to a sequence
of radical sequence, E“¥ represents the mapping table between radical and the input sequence, and
Qe represents the radical vector.
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3.1.3 Pos Feature

POS is the grammatical property or lexical type that words have in a sentence. It describes the
role and grammatical characteristics of a word in a sentence. In CNER, POS provides great help in
extracting named entities. In addition, medical texts also contain a large number of terms with the same
word form but different POS with very different meanings. For example, “/&%” (ENG: infection), when
used as a noun, denotes a concept or state that refers to the process of a pathogen spreading into an
organism and causing an abnormal reaction. When used as a verb, it denotes an action or process
that refers to the invasion of an organism by a pathogen that causes an infection. POS helps us to
distinguish these terms and determine their roles and functions in the sentence. Therefore, extracting
POS features helps the model to understand the text more deeply. To construct the POS vector, we
first create the set of all POS, then extract the POS of each character and obtain the subscript of the
position of that POS in the set as the one-dimensional POS vector of that character. The procedure of
constructing the POS vector is as follows:

QPOS — EPOS [FPOS (X)] (3)

where X represents the input sequence, the F7?° function maps the input sequence to a sequence of POS
sequence, E7?% represents the mapping table between POS and the input sequence, and Q"?® represents
the POS vector.

3.1.4 Word Boundary Feature

In general domain datasets, names of places and organizations usually have distinct word
boundaries, such as containing distinct boundary words like “4” (ENG: province) and “ii” (ENG:
city). However, in CNER, many entities do not have distinct boundaries, such as “#ZUIlA%” (ENG:
rhabdomyosarcoma) and “/if/&2141” (ENG: tumor tissue). Therefore, using the word boundary feature
is crucial to addressing the issue of entity boundary ambiguity. To construct the word boundary vector,
we first divide the sequence into words to obtain the word boundary sequence. We then encode the
word boundary sequence using 3 dimensions one-hot encoding to obtain the final word boundary
vector. Table 1 illustrates an example of constructing word boundary vector. The construction process
of the word boundary vector is as follows:

Qe = o [ ot ()] )
where X represents the input sequence, the F*~ function maps the input sequence to a sequence of

word boundary sequence, E* represents the mapping table between word boundary and the input
sequence, and Q" represents the word boundary vector.

b, 7

Table 1: Example of word boundary vector construction

i 1l 17 iy fi%i i e
0 1 0 1 0 0 1
0 0 0 0 0 1 0
1 0 1 0 1 0 0
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3.1.5 Deep Context Word-Level Feature

To more accurately represent semantic information of Chinese clinical texts, we introduce BERT
[26], an unsupervised deep bi-directional language model for obtaining the deep context representation
of each word. BERT utilizes a deep bi-directional transformer encoder as its core architecture. The
transformer architecture incorporates a self-attention mechanism and employs residual concatenation
to mitigate network degradation, resulting in notable improvements in both training speed and model
expressiveness. The sequence is BERT-encoded with a word embedding representation Q%57

We splice the five obtained features to get the final fused representation vector:

Q/ux — QBERT @ Qpinyin @ deicul @ QPOS @ Qboumlary (5)

3.2 Feature Extraction Layer

In order to obtain structural and semantic information of different levels of data, we simulta-
neously extract deep semantic features from both global and local perspectives using BILSTM and
multi-scale CNNs, respectively.

3.2.1 BiLSTM

To accurately represent the global semantic information of fusion vectors, we employ an LSTM
network for feature extraction. The LSTM structure comprises three gates: the input gate, the output
gate, and the forget gate. These gates allow the LSTM to select and utilize important information while
handling input sequences. They enable selective storage and discarding of data, efficiently addressing
the problem of gradient vanishing or exploding during the processing of lengthy text sequences.

To address the limitation of the hidden vector 4, in capturing contextual information in only
one direction and learning semantic dependencies solely in a unidirectional sequence, we enhance the
traditional LSTM by incorporating a BiILSTM. This modification enables better capture of semantic
dependencies over longer distances. The BILSTM utilizes contextual information from both forward

and backward directions, generating two distinct semantic vectors: /2, and /,. Finally, the hidden vectors
from these two opposite directions are concatenated to obtain the complete context semantic vector

HI = [Et’i;t]

3.2.2 Multi-Scale CNNs

Due to the large number of clinical terms in CEMR, there may be strong correlations between
neighboring characters, e.g., “H#” (ENG: stomach cancer) and “B#CT” (ENG: stomach CT), the
former is a disease and the latter is an examination. To capture local features between characters,
multiple CNNs with varying kernel sizes are utilized to extract potential local contextual features
within text sequences. This approach makes up for a deficiency in the limitations of BILSTM, which
primarily captures global features.

For multi-feature fusion sequence Q = (Q,, 0,,...,0,), we perform a convolution operation
using multiple convolution kernels of different sizes. Each convolution kernel is of size k, which means
that each convolution kernel captures the local context features between & neighboring characters.
By applying multiple convolutional kernels of different sizes, we can obtain multiple sets of local
context features of different sizes. The multi-scale convolutional method enhances the model’s feature
extraction in sequence data by capturing local semantic and structural features more effectively. The
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formula for the multi-scale CNNSs is as follows:
O/" = ReLU (WT SUPRCYRPVETE b) (6)
01:0’;’1+Of2+...+0f" (7)

k—1 k+1
where QL,_/%l |: [+k5! | Tepresents the embedding from Lt — TJ to Lt — %J, ReLU is the

activation function, O represents the convolutional output with convolutional kernel size k, the “+”
denotes the element summation operation, and O, denotes the fusion feature embedding.

To improve CNER, we utilize a gate mechanism to effectively combine global and multi-scale
local context semantic feature. This gate mechanism is capable of dynamically assigning weights and
deciding how to utilize these features to label named entities. Its formula is as follows:

S1=6(I/I/51'Hr+mz'01+br) (8)
Gz = [Sl o HI] S [(1 - Sr) o Or] (9)
where S, is used to evaluate the global and local contextual feature encoding, W, , W,, are the trainable

matrices, b, is the bias term, O, is the local context feature input, H, is the global context feature input,
and G, is the output of the corresponding gate mechanism.

3.3 Multi-Head Attention Mechanism Layer

To better capture important features and correlations in a sequence, we employ a attention
mechanism [27]. This mechanism automatically learns the distribution of attention weights at different
locations and scales to enable feature selection and generate more expressive feature representations.
The formula for the MHA is as follows:

. OK"
Attention (Q, K, V) = softmax y V (10)
k
E; = Concat (head,, . . ., head,) W° (11)
where head, = Attention (QW?2, KWK, VW) (12)

where O, K and V" denote the query, key and value matrices, respectively. d, denotes the scaling factor,
which is used to adjust the range of values for the attention weights.

After obtaining specific contextual representations from multiple heads of attention, we use feed-
forward neural networks (FNN) to better aggregate and encode features from different spaces.

The formula is as follows:
E, = FNN (E) (13)

3.4 CRF Layer

To assign labels to each character based on the final output vector, we employ CRFs for prediction.
CRFs are commonly applied in tasks such as POS tagging and NER, taking advantage of their ability
to model label dependencies. CRFs calculate the probability distribution of a certain random variable
and utilize Viterbi’s technique for decoding. This algorithm takes into account the relationships
between adjacent labels to get the most effective overall label sequence.

Given an input sequence X and the corresponding hidden state sequence obtained from the model
h, the conditional probability of the output label sequence Y can be computed using the definition of
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CRF. The formula is as follows:

sthyy)=> A, + > P, (14)
i=0 i=1
y esmre(/t. »)
Plz)=—— 15
(h) Z esrore(h, y’) ( )

VeYh)

where A represents the transition score matrix between two labels. 4,, ., represents the probability
of transitioning from label y; at position i to label y,,, in the sequence. P, ,, denotes the probability

of labeling position i as y;,. P (%) corresponds to the normalized exponential function, and Y (/)

represents all possible label sequences.

4 Experiments
4.1 Datasets

We assessed our model’s performance using two datasets: CCKS2017 and CCKS2019. The
datasets provide an impartial evaluation of our model. Here are the dataset descriptions.

CCKS2017': The dataset is a collection of CEMR released by the 2017 National Conference on
Knowledge Graph and Semantic Computing and donated by Beijing Jimu Cloud Health Technology
Co. (Beijing, China).The dataset comprises 1596 labeled samples, divided into 1198 samples for
training and 398 samples for testing. The dataset has five categories of entities: Symptom, Disease,
Check, Treatment, and Body. The statistics for each entity category are available in Table 2.

Table 2: Entity category of CCKS2017 dataset

CCKS2017  Symptom Disease Check Treatment Body
Train 7831 722 9546 1048 10,719
Test 2311 553 3143 465 3021

CCKS2019°: The dataset is a CEMR dataset that Yidu Cloud Technology C released as part of
the 2019 National Conference on Knowledge Graph and Semantic Computing. The dataset consists
of 1379 labeled samples, divided into a training set of 1000 samples and a testing set of 379 samples.
The dataset contains six categories of entities: Anatomy, Disease, Exam, Medicine, Operation, and
Check. The statistics for each entity category are contained in Table 3.

Table 3: Entity category of CCKS2019 dataset

CCKS2019 Anatomy  Disease Exam Medicine Operation  Check

Train 1486 2116 318 456 765 222

Test 447 682 193 263 140 91
LCCKS2017: https://www.sigkg.cn/ccks2017 (accessed on 22/03/2024).

2CCKS2019: https://www.sigkg.cn/ccks2019 (accessed on 04/04/2024).
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4.2 Evaluation Metrics

We employ common evaluation measures for CNER to evaluate the model’s performance:
precision rate (P), recall rate (R), and Fl-score (F1). The formulas for each evaluation metric are
as follows:

TP
P=——" (16)
TP+ FP
TP
R= " (17)
TP+ FN
2x PxR
Fl o 2 XX (18)
P+ R

where TP denotes the count of entity types correctly predicted by the model, FP denotes the count of
irrelevant entities predicted by the model, and FN denotes the count of entity types not successfully
predicted by the model.

4.3 Experiment Setting

The parameter configurations utilized in this work are detailed in Table 4, encompassing a
maximum word length of 128, a batch size of 16, 25 epochs per training session, and the AdamW
optimization algorithm with a learning rate of 2e-5 and a dropout rate of 0.1.

Table 4: Experimental parameter settings

Parameter Value
Maximum sequence length 256
Batch size 16
Number of epochs 25
optimizer AdamW
Learning rate 2e-5
Dropout rate 0.1

4.4 Experiments and Analyses

4.4.1 Models Performance Comparison

This section presents a comparison between our model and other models. The results of the
comparison between our model and benchmark models are presented in Table 5. Additionally, we
compared our model with the latest models, as shown in Tables 6 and 7. The comparison models we
selected include ELMo-lattice-LSTM-CRF [28], ACNN [23], RD-CNN-CRF [5], MKRGCN [29],
MUSA-BILSTM-CRF [24], AT-LatticeLSTM-CRF [21], FT-BERT-BiLSTM-CREF [30], ELMo-ET-
CRF [31], RGT-CRF [32].

As shown in Table 5, our model exhibits excellent performance on both the CCKS2017 and
CCKS2019 datasets compared to all benchmark models. For the CCKS2017 dataset, our model

achieves 92.00% precision, 93.55% recall, and 92.74% F1 value. On the CCKS2019 dataset, our model
achieves 89.02% precision, 86.78% recall, and 87.80% F1 value. Comparison with the benchmark
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model BERT-BiLSTM-MHA-CRF reveals a maximum F1 value difference of 3.31% and a minimum
of 2.54%. This indicates that the BERT model, after fusing multi-feature embedding and multi-
scale local contextual features, outperforms the BERT-only model in terms of feature representa-
tions, thereby validating the effectiveness of incorporating multi-feature embedding and extracting
multi-scale local contextual features. Additionally, as illustrated in Tables 6 and 7, our model also
outperforms the latest models. On the CCKS2017 dataset, our model increases the F1 value by
0.86% compared to the second-highest model and by 3.1% compared to the lowest model. On the
CCKS2019 dataset, our model increases the F1 value by 1.11% compared to the second-highest model
and by 2.78% compared to the lowest model. The excellent results shown by our model indicate that
incorporating multi-feature embedding can greatly enhance the semantic representation of entities and
make the model have better contextual representation, while using CNN to extract multi-scale local
contextual features makes up for the shortcoming of using BILSTM alone to extract global contextual
features while ignoring local contextual features, and enhances the effectiveness of feature extraction.

Table 5: Result comparison with benchmark models

Models CCKS2017 CCKS2019

P R F1 P R F1
BiLSTM-CRF 88.12 88.70 88.41 82.31 83.39 82.85
Lattice LSTM 89.01 89.65 89.32 83.20 84.86 84.02
BERT-BiLSTM-CRF 89.33 90.76 90.04 83.24 84.93 84.08
BERT-BiLSTM-MHA-CRF 89.81 90.69 90.20 84.74 84.45 84.49
Our model 92.00 93.55 92.74 89.02 86.78 87.80

Table 6: Result comparison of CCKS2017 with latest models

Models CCKS2017
P R F1

ELMo-lattice-LSTM-CRF 90.20 90.06 90.13
ACNN 90.19 90.78 90.49
RD-CNN-CRF 90.63 92.02 91.32
AT-Lattice LSTM-CRF 88.98 90.28 89.64
FT-BERT-BILSTM-CRF 92.06 91.15 91.60
MUSA-BILSTM-CRF 92.67 90.97 91.81
MKRGCN - - 91.88
Our model 92.00 93.55 92.74

Table 7: Result comparison of CCKS2019 with latest models

Models CCKS2019
P R F1
ELMo-lattice-LSTM-CRF 84.69 85.35 85.02

(Continued)
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Table 7 (continued)

Models CCKS2019

P R F1
ACNN 83.07 87.29 85.13
RGT-CRF 85.36 84.99 85.17
ELMo-ET-CRF 83.65 87.61 85.59
MSD-DT-NER 86.09 87.29 86.69
Our model 89.02 86.78 87.80

4.4.2 The Effect of Different Features on the Model

To investigate the impact of various features on the entity recognition performance of CEMR, we
incorporated multi-feature into the BILSTM-CRF model and carried out experiments. The impact of
distinct characteristics on the model’s entity recognition performance is displayed in Table 8.

Table 8: The effect of different features on the model

Models CCKS2017 CCKS2019
P R Fl1 P R F1

Pinyin+ BiLSTM+CRF 70.22 71.05 70.63 63.11 64.56 63.83
Radical+BiLSTM+CRF 70.67 71.34 71.00 62.96 64.32 63.13
POS+BiLSTM+CRF 69.78 70.67 70.22 62.41 63.03 62.72
Word boundary+BiLSTM+CRF 68.33 69.76 69.04 63.24 62.93 63.08
Pinyin+Radical+POS+Word 71.13 71.78 71.45 63.67 64.14 63.90
boundary+BiLSTM+CRF

Based on the experimental findings presented in Table &, incorporating the pinyin feature, radical
feature, POS feature, and word boundary feature into the BILSTM-CRF model yielded comparable
impacts on entity recognition, with some slight distinctions remaining. Thus, these four characteristics
have a similar level of impact on the model. We combined the four feature vectors and fed them into the
BiLSTM-CRF model. The model achieved the highest precision, recall and F1 values. Consequently,
the values produced by combining many features in the model surpass the results achieved by using
any single feature alone, demonstrating the superior usefulness of using multi-feature.

4.4.3 Impact of Different Number of Heads on the Model of the MHA

The MHA is commonly utilized in tasks like NER to capture inter-sequence relationships by
employing many attention heads concurrently. The impact of the number of attention heads on model
performance has not been thoroughly investigated. We conducted tests on two datasets, CCKS2017
and CCKS2019, to investigate how the number of heads impacts model efficiency.

Fig. 2 illustrates how increasing the number of attention heads at the beginning may improve the
performance of the model. The model’s performance peaks when the number of heads is increased to
8. Increasing the number of attention heads enhances the model’s capacity to characterize complicated
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patterns and represent input sequences more effectively. Yet, as the number of heads increases
further, the performance starts to decline. Increasing the number of attention heads results in more
computational complexity, which impacts performance. We must balance performance improvement
and computational complexity while selecting the number of attention heads.
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Figure 2: Impact of different head counts on CCKS2017, CCKS2019

4.4.4 Effectiveness of Multi-Scale CNNs

We performed ablation experiments on CCKS2017 and CCKS2019 datasets to assess the impact
of the multi-scale CNNs module in the proposed model. The Table 9 displays the findings from the
experiments conducted on CCKS2017 and CCKS2019 dataset. The results demonstrate that our entire
model outperforms all others, and eliminating the multi-scale CNNs results in decreased performance.

This highlights the necessity for the model to employ multi-scale local features and validates the
efficiency of multi-scale CNNGs.

Table 9: Impact of convolutional neural networks on the model

Models CCKS2017 CCKS2019

P R F1 P R F1
Multi-feature+BiLSTM+MHA+CRF 90.18 94.66 92.30 85.66 87.54 86.59
Multi-feature+CNN+MHA+CRF 90.49 93.43 91.83 89.20 83.23 85.80
Our model 92.00 93.55 92.74 89.02 86.78 87.80

In addition, we used multiple combinations of convolutional kernels for comparison when
extracting context-localized features using multi-scale CNNs. Fig. 3 displays the comparison results
of several sets of convolutional kernels on CCKS2019. The precision, recall, and F1-score are highest
when using 1, 3, and 5 convolutional kernels, and decrease as the window size increases. This decrease
may be attributed to the loss of local contextual information when using larger convolutional kernels,
leading to reduced performance. Therefore, in order to extract as many local contextual features as
possible, we used convolutional kernels with three window sizes of 1, 3, and 5.
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Figure 3: Comparison results of several sets of convolutional kernels on CCKS2019

4.4.5 Separate P, R and FI for Each Entity Category

For a comprehensive evaluation of our model, Fig. 4 illustrates the Precision, Recall, and F1 for
each entity category individually across the two datasets.
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Figure 4: Precision, Recall, and F1 for each entity categories in the CCKS2017, CCKS2019
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5 Conclusion and Future Work

This study introduces a CNER model that incorporates a multi-feature fusion and multi-scale
local context enhancement approach. The model combines the features of pinyin, radical, POS, and
word boundary while also leveraging the deep contextual representation of BERT. In addition, the
fusion of multi-scale CNNs solves the limitation that the original BILSTM can only extract global
contextual features and enhances feature extraction, thus realizing a comprehensive understanding
of the sentence information. Experimental assessments were carried out on two public datasets,
showcasing the model’s robust performance.

In future research, we will focus on exploring more effective fusion strategies and incorporating
additional information from different dimensions to further improve recognition.
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