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ABSTRACT

The primary concern of modern technology is cyber attacks targeting the Internet of Things. As it is one of the
most widely used networks today and vulnerable to attacks. Real-time threats pose with modern cyber attacks that
pose a great danger to the Internet of Things (IoT) networks, as devices can be monitored or service isolated from
them and affect users in one way or another. Securing Internet of Things networks is an important matter, as it
requires the use of modern technologies and methods, and real and up-to-date data to design and train systems to
keep pace with the modernity that attackers use to confront these attacks. One of the most common types of attacks
against IoT devices is Distributed Denial-of-Service (DDoS) attacks. Our paper makes a unique contribution that
differs from existing studies, in that we use recent data that contains real traffic and real attacks on IoT networks.
And a hybrid method for selecting relevant features, And also how to choose highly efficient algorithms. What
gives the model a high ability to detect distributed denial-of-service attacks. the model proposed is based on a two-
stage process: selecting essential features and constructing a detection model using the K-neighbors algorithm with
two classifier algorithms (logistic regression and Stochastic Gradient Descent classifier (SGD), combining these
classifiers through ensemble machine learning (stacking), and optimizing parameters through Grid Search-CV to
enhance system accuracy. Experiments were conducted to evaluate the effectiveness of the proposed model using
the CIC-IoT2023 and CIC-DDoS2019 datasets. Performance evaluation demonstrated the potential of our model
in robust intrusion detection in IoT networks, achieving an accuracy of 99.965% and a detection time of 0.20 s for
the CIC-IoT2023 dataset, and 99.968% accuracy with a detection time of 0.23 s for the CIC-DDoS 2019 dataset.
Furthermore, a comparative analysis with recent related works highlighted the superiority of our methodology in
intrusion detection, showing improvements in accuracy, recall, and detection time.
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1 Introduction

The IoT has revolutionized the world of the Internet, where hundreds of devices are connected
in one way or another. Through the increasingly large growth in Internet of Things technologies, this
exposure has led to many threats. This necessitated the need to secure networks and associated devices
and protect them from hackers and exploiters. Cyber attacks are an attempt to infiltrate a network
or associated devices to steal or manipulate data and thus harm the network. They are carried out by
individuals or organizations. Therefore, all measures must be taken to reduce such risks and secure
the network well. Cyber attack protection technologies work hand in hand with IoT technologies
that monitor the network and detect threats [1,2]. One of these attacks is DDoS attacks that create
big traffic on the network [3]. Attackers are using new techniques to develop their attacks, which are
difficult to detect [4]. Current research has to focus on modern methods and technologies used in
developing intrusion detection systems, accuracy in selecting recent data for training models, and data
processing methods to obtain relevant data to be more efficient in training [5,6]. Detection systems rely
heavily on machine learning algorithms, which improve the efficiency of systems and detect attacks
[7,8]. Another technique that is used is data mining, which is used to prepare data that trains systems
and increases the efficiency of discovery [9]. The proposed approach will focus on the weaknesses found
in existing studies, which is the process of selecting recent data that contains real traffic on Internet
of Things networks. Methods of processing data and extracting only necessary features. Which will
contribute to training the model well, and also to obtaining a very short detection time. The feature
selection process is conducted in two stages.

First, the contrast thresholding algorithm will be used to eliminate the least important features.
Then, in the second stage, features with the highest scores will be selected. Following that, ensemble
learning algorithms will be developed to achieve optimal accuracy for the proposed system. The
effectiveness of the proposed model in reducing the false alarm rate will be demonstrated. We used an
improved dataset consisting of CIC-IoT2023 and CIC-DDoS2019 data. The results of our proposed
model demonstrate significantly higher accuracy compared to existing systems, as well as reduced
training time.

The contributions of this research are:

1. Using feature selection based on the highest variance significantly reduces the training time of
the proposed model.

2. Development of an improved K-neighbors algorithm (KNN) achieved by integrating it with
various classifiers through stacking ensemble learning, incorporating logistic regression and SGD
classifier.

3. Evaluation of the proposed model’s performance on both the (CIC-IoT2023) and (CIC-
DDoS2019) datasets, thereby demonstrating its effectiveness in intrusion detection.

The remainder of this essay is organized as follows. Section 2 explains the literature review of the
modern models of intrusion detection. Materials, and methodology form Section 3, where a detailed
explanation of the requirements and working method of the proposed methodology for selecting
features and building the model for intrusion detection for the K-neighbors algorithm is listed.
Section 4 presents experimental outcomes for two data sets (CIC-IoT2023 and CIC-DDoS2019). The
performance evaluation results of the proposed methodology are presented in Section 5. In Section 6,
the conclusion and proposed future ideas are presented.
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2 literature Review

This section provides an overview of the literature concerning different models developed for
detecting DDoS attacks and identifying their features and explaining the existing weaknesses. It also
makes a comparison with the literature, based on the dataset used, for easy comparison between them,
as explained in Table 1.

Table 1: Summary of the limitations in literature review on intrusion detection systems (IDS)

Ref. Year Algorithm Dataset Accuracy Limitations

[10] 2024 CNN CIC-
DDoS2019

99.68% The authors relied on
only one dataset in
training the model and
it is considered
somewhat old, which
negatively affects the
accuracy of the model
in detecting modern
attacks. The study also
lacks feature selection
methods.

[11] 2023 KNN, DT,
SGB, NB,
SVM, LR

CIC-
DDoS2019

99.6% The authors in this
study did not overcome
the challenges of
selecting a recent
dataset in training the
model.

[12] 2023 DCNN (InSDN,
CIC-IDS2017,
and CIC-
DDoS2019)

99.99% The datasets used are
considered outdated.

[13] 2023 DNN, CNN
and RNN

CIC-
DDoS2019

99.99% The datasets used are
outdated.
The authors use
distributed edge
computing, which
reduces the load on the
server and increases the
load on the peripheral
devices.

(Continued)
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Table 1 (continued)

Ref. Year Algorithm Dataset Accuracy Limitations

[14] 2024 LSTM CIC-IoT2023 98.75% Using only one data set,
which affects the actual
application of the
model. The accuracy
was 98.75%, and no
feature selection
methods were used.

[15] 2024 ARF-ADWIN,
SRPs-DDM
and
ARF-DDM,
KNN-ADWIN

CIC-IoT2023
and IoTID20

99.33% and
99.54%

The model’s accuracy is
99.33%. Not using
feature selection
methods, lack of
accuracy is believed for
this reason.

[16] 2024 Multi-class
classification

CIC-IoT2023 96.56% Using the RNN
algorithm, it is known
to contain a number of
problems in its
application. Therefore,
the model’s accuracy
was 99.56%.

The authors in [10] presented a model that uses convolutional neural networks (CNNs) to detect
DDoS threats to Internet of Things networks. It analyzes traffic within the network. To evaluate the
performance, they used the CIC-DDoS2019 dataset. A detection accuracy of 99.68% was obtained for
the model. However, the data set used is old, and this leads to a problem in detecting attacks due to the
development of attackers’ methods. Another challenge is choosing the features that are very important
in giving better training time. In [11], the authors proposed a model for detecting distributed denial of
service attacks on the Internet of Things, based on multi-classification machine learning algorithms
(KNN, decision tree (DT), SGB, Naive Bayes (NB), support vector machine (SVM), Linear regression
(LR)). In the process of training the model and evaluating performance, the authors used a dataset
(CIC-DDoS2019). The authors show the superiority of the SVM algorithm in results. The authors
tried to improve the attack detection model, but the problem remained the same as the previous
study, which is the old data used in the training and selection of relevant features. The authors in [12]
proposed a modern attack detection approach based on the diffusion-convolutional neural networks
algorithm (DCNN). They obtained a model accuracy of 99.99%, which is considered very well, but
the same challenges that existed in previous studies remained, which is the use of old datasets In
software-defined networking (SDN, CIC-IDS2017, and CIC-DDoS2019). The results may be good,
but they will face difficulties in detecting intrusion when implementing it. The authors in [13] proposed
a model for detecting DDoS attacks, which is considered one of the good and modern methodologies,
and also in feature selection they used heterogeneously integrated feature selection and the random
forest algorithm. However, the problem remains that the data set used is outdated. I was hoping
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they would use a modern data set. They used the CIC-DDoS2019 dataset, and this may affect the
accuracy of the actual data detection even though they obtained a very high model accuracy of 99.99%.
The authors in [14] overcome the challenges in previous studies, using a very modern data set (CIC-
IoT2023). Where they proposed a system for detecting Cyber Attacks on IoT networks based on the
LSTM algorithm and used the CIC-IoT2023 dataset to evaluate the system performance. The system
accuracy was 98.75%. The accuracy of the model was not very high, and it is believed that if one of the
feature selection methods had been used, the accuracy results would have been higher. The authors
in [15] proposed an adaptive framework for detecting DDoS traffic on Internet of Things networks.
Based on ARF-ADWIN, SRPs-DDM and ARF-DDM, KNN-ADWIN algorithms. To evaluate the
performance, two datasets were used CIC-IoT2023 and IoTID20, and the accuracy of the model was
99.33% and 99.54%. Here the problem exists, as in the previous study, which is that the accuracy of
the model is not good. It is believed that the problem lies in the method of choosing appropriate
algorithms or the large number of algorithms that may have led to overfitting. The authors in [16]
proposed a model based on multi-class classification to detect Cyber Attacks on the IoT network.
They used Deep Neural Networks (DNN), CNN and Recurrent Neural Network (RNN). To evaluate
the performance, they used the CIC-IoT2023 dataset. The authors show that the highest accuracy of
the model was with RNN, which is 96.56%. The accuracy of the model is considered average, but it
is believed that if the authors had used the Long Short-Term Memory algorithm (LSTM), which is
an improved version of RNN, the results would have been higher, especially if it had a good feature
selection.

Through previous studies, we conclude that the challenges facing intrusion detection systems are
choosing a modern data set for training and the method of selecting appropriate features, as these are
the challenges that are responsible for training the model and giving us good results.

3 Materials and Methodology

This section describes the procedures for data processing, feature selection, and methodology used
in designing the proposed model.

3.1 Intrusion Detection System (IDS)

IDS is one of the popular technologies used to detect malicious activities and threats to the
network [17]. It classifies and monitors data traffic within the network, and determines whether it is
normal or abnormal traffic [18]. It can be used within networks or within devices. It can be in the form
of systems or devices [19,20]. It plays a crucial role in detecting external threats to the network that
may result in intrusion or data breaches, as shown in Fig. 1, illustrating the workings of an intrusion
detection model [21,22].

3.2 Data Mining (DM) Technology with (IDS)

Machine learning and data mining are highly esteemed in the field of cyberattack detection
and prediction [23]. Often referred to as knowledge discovery, this approach involves extracting
insights from data, identifying connections within the data, and recognizing patterns, thus improving
decision-making accuracy [24]. This process enables the identification of significant, previously
unknown data and the creation of models or patterns, such as instance-based instances, rules, and
decision chains [25].
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Figure 1: IDS model

3.2.1 Feature Select, Technique Variance Threshold and Select K Best (Chi2)

Feature selection plays a vital role in identifying relevant data for a given task, ultimately
improving model accuracy and training speed. However, it is a challenging task that necessitates
a profound understanding of the data [26,27]. Given the vastness of datasets, feature selection is
considered one of the main challenges in machine learning and an essential part of the data processing
and analysis pipeline [28,29].

1–There are various methods available, each tailored to the specific characteristics of the data. The
variance threshold technique is useful for selecting features with significant variation while discarding
those with minimal contrast, which are considered irrelevant to the task. High-variance features
that are considered more important can be used, while low-variance features lead to poor model
training [30].

Variance Threshold = p (1 − p) [30] (1)

This equation is used to calculate the minimum variance threshold for a binary variable. Where if
we have a binary variable, it will take the value of 1 or 0.

p = proportion of those who chose value feature 1.

1 − p = The probability that the variable takes the value 0.

2– Select K best is one of the most widely used techniques that select relevant features based on the
K value specified by us. The select K best technique also includes calculating the Chi-squared between
features and classes and calculating the feature dependency. Leave features that are of low value [31].

K best = n1(x1 − x)2 + n2(x2 − x)2 (2)

This equation selects the best features that are most closely related to the output (target variable).

n1 = number of class 1, n2 = number of class 2, x mean all class, x1 mean class 1, x2 mean class 2.

n1 (x1 − x)2 Multiply the variance by the size of Category 1, this shows how distinct Category 1 is
based on its size and the variance from the overall average.

n2 (x1 − x)2 Multiplying the variance by the size of class 2 obtains.

When these values are collected, the total variance between the categories for the selected feature
will appear, and then the features that distinguish between the categories will be selected.
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Feature selection techniques transform the used data set into a new, well-characterized data set
that contains only the relevant and necessary features.

3.2.2 K-Neighbors Classifier

The K-neighbors classifier is a widely used classification algorithm known for its simplicity.
It classifies data by comparing it with its nearest neighbors and makes predictions based on their
proximity. This classifier is capable of parallel operations, As shown in Fig. 2. It is worth noting that
the process of adjusting parameters helps improve the accuracy of the model and its effectiveness in
working, and among these parameters are: the number of neighbors, the weights of the neighbors, the
distance function, feature scaling and linkage solution strategies [32,33].

D = √
(xa − xb)2 + (ya − yb)2 (3)

Figure 2: K-neighbors classifier

This equation calculates the straight line distance between two points in a second-dimensional
space, then the difference between the corresponding coordinates is calculated, squared and summed,
then the square root of the whole is taken.

(xa − xb) is the horizontal distance a (4)

(ya − yb) is the horizontal distance a (5)

3.2.3 Logistic Regression Classifier

The logistic regression classifier is a frequently used statistical tool that calculates probabilities
to determine a final outcome based on input variables. It produces binary results: either correct or
incorrect. This classifier assigns a scale to each predictor, measuring its independent contribution to
changes in dependent variables [34]. The parameters of logistic regression are learning rate, batch size,
controlling regularization and number of iterations. The process of adjusting these parameters helps
stabilize the model and obtain good results. Note that the higher the number of repetitions, the better
accuracy we obtain at the expense of time [35].
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First, the linear value is calculated

y = β0 + β1x1 + β2x2 + .. + βnxn (6)

y = Synthetic linear value. β0 = Objection. βi = Model coefficients for features. xi = The values
of feature.

In the second stage, the logistic function is calculated

P(y = 1 | x) = 1 + e − z (7)

P (y = 1 | x): The probability of outcome y is 1 for features x. e: It is the natural basis of logarithms.

3.2.4 SGD Classifier

The SGD classifier is a linear algorithm known for its effectiveness in decision-making. It
determines decision boundaries or optimal decisions by maximizing the distance between data points
belonging to different feature categories using the gradient of the loss function [36,37]. In the SGD
Classifier there are several parameters that affect the model’s operation, which are number of iterations,
learning rate, batch size and regularization. The process of adjusting these parameters helps improve
the model’s performance.

The way SGD classifier works is:

- Compute the loss function.

- Compute Gradient.

- Update parameters, each time the parameters are updated using the gradient.

3.2.5 Ensemble Machine Learning (Stacking)

Ensemble machine learning, specifically stacking, involves aggregating or combining multiple
machine learning models. By using multiple classification algorithms, it combines the outputs of
individual classifiers to make a final decision. This technique usually results in a final classifier with
high accuracy. However, selecting an incorrect algorithm may result in longer training and intrusion
detection times [38]. In the cumulative machine learning process, parameters play an important
role in the model’s performance. Among these parameters are appropriate cross-validation methods,
optimal weights for base models and an effective meta-learner. The process of working and calculating
cumulative machine learning is:

- Making predictions for basic models and compiling predictions.

3.3 Methodology

In this section, the proposed methodology is explained, including preprocessing and feature
selection, which are essential for designing the model. This will be done by implementing the K-
neighbors algorithm, logistic regression, and the SGD classifier. See Fig. 3 for a description of the
IDS proposed.
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Figure 3: Model proposed structure

3.3.1 Preparing and Preprocessing the Dataset

In the proposed model, two datasets, namely CIC-IoT2023 and CIC-DDoS2019, will be used.
These datasets represent real-time network traffic and include clusters of attacks. The main goal of
using up-to-date datasets is to evaluate the performance of the proposed methodology, determine the
accuracy of the proposed system, and assess its ability to detect false alarms. The preprocessing stages
involve the following:

• Entering data into the system is the first step where the data is combined into one data set to
prepare for the model.

• Identify and address missing values in rows. By [np.inf, -np.inf], [np. nan] and deleting Null and
Nan from all rows of the dataset.

• Randomly dividing the data into training (70%) and testing (30%) sets.
• Employing the Sklearn variance threshold to eliminate features with low variability and

identical values, as these features only reflect expected results. This step serves as the initial
stage in filtering the data.
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Standardizing the size of the data frames to ensure uniformity using standard scaling [39].

Scale = (x − m)\s (8)

x = Original Value, s = the Standard Deviation, m = The Mean.

To facilitate the learning and statistical analysis process.

• A crucial stage involves assessing the standard deviation. The proximity of data to the mean
determines the variance in the data. As the standard deviation increases, the data becomes more
irregular, thereby affecting expectations [40].

SD =
√∑

(X − U)2

N
(9)

X = the value in the data, U = value mean of the data, N = the number of points in the data.

3.3.2 Features Selection

After completing the initial stage of feature deletion, the next step involves selecting the most
important features using the feature selection technique. This stage is crucial for identifying and
reducing features to enhance model performance. Specifically, single features with only one variable
are isolated using the Chi-squared (Chi2) technique in conjunction with the select K best algorithm.
This approach allows for the identification of the most relevant features based on their statistical
significance, thereby refining the dataset and improving the effectiveness of the model. See Fig. 4:

Figure 4: Overall structure to features sets

3.3.3 Proposed Model’s Training

The proposed model uses a collective learning approach to create a multiple classifier by com-
bining two algorithms, namely logistic regression and SGD classifier, with the development of
the K-neighbors classifier algorithm. In addition, hyperparameters are used to determine the best
parameters, aiming to achieve favorable results.

• First classification stage

In the first stage, the pre-filtered data is utilized to train the first classifier. This classifier employs
two algorithms, logistic regression and SGD classifier, with the best parameters. The output of the
current classification phase serves as input for the second classification stage. The final prediction is
generated through the generalization stack, allowing the utilization of each algorithm’s capabilities by
feeding their predictions into the first stacking estimator. See Algorithm 1:
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Algorithm 1: Estimators first classification
Input: Logistic Regression, SGD
Output: The estimators first
Begin
1 Get the first classifier (Logistic Regression) in the training data
2 Get the second classifier (SGD) in the training data
3 Learn a new classifier
4 Add the new classifier in estimators
5 Return estimators level 1

• Second classification stage

In the second stage, the K-neighbors classifier algorithm of the second classifier is executed
using the outputs obtained from the first stacking estimator. Employing the best parameters for this
algorithm, a second classifier is established. The K-neighbors classifier algorithm classifies data and
generates predictions regarding the presence of data or the grouping of its individual points based on
the nearest neighbor. It is based on comparing and contrasting points with the nearest neighbors and
with each other, using a grid search of the training data to search for the best parameters.

• The last classifier by ensemble

In the concluding stage, an ensemble stacking classifier is created based on the outcomes of
the first stage and integrated with the results of the second stage classifier using the best parameters
determined through a network search of the training data. Subsequently, cross-validation is employed
to maximize the efficacy of the classifier. See Algorithm 2:

Algorithm 2: Last ensemble by stacking
Input: The estimators first, K-Neighbors Classifier
Output: final prediction ensemble model
Begin
1 Get the estimators first classifier in the training data
2 Get the second classifier ( K-Neighbors Classifier) in the training data
3 Learn a final ensemble model
4 End

3.3.4 The Model’s Testing

The testing phase depends on the pre-selected test set. Strategies during the test differ from those
during the training phase because the primary goal of use is to obtain decision stats and test the model
and evaluate the results of its testing. In the testing phase, the same features as in the training phase
are used. Performance is evaluated by computing a confusion matrix for each type of attack in the
datasets and compute Measure the accuracy, false alarm rate, detection rate, F-measure, recall and
precision. See Algorithm 3:
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Algorithm 3: The model testing
Input: Testing samples selected from dataset
Output: A confusion matrix and decision statistics
Begin
1 Testing the model on all instances of the testing dataset
2 Comparing every output class of the instances with the real one of the testing dataset.
3 Compute confusion matrix.
4 Compute Measure the accuracy, precision, recall, detection rate, F-measure and false alarm rate.
5 End

4 Experiment Details

This section presents a thorough explanation of the performance evaluation carried out on the
proposed model for real time DDoS detection on Internet of Things. The evaluation process comprises
two levels: the first level comprises removing low-contrast features and selecting the most significant
essential features. The second level involves constructing the proposed model by combining the
K-neighbors algorithm with other algorithmic classifiers. This integration aims to achieve high system
accuracy, reduce training time, and enhance intrusion detection capabilities.

4.1 Dataset

The datasets used and the characteristics of each dataset are explained.

4.1.1 CIC-IoT2023 Dataset

The CIC-IoT2023 dataset is a real-time dataset from the Canadian Cyber Security Institute. It
contains large-scale IoT attacks, consisting of 7 categories of attacks on IoT devices, and consisting
of 47 features [41]. Due to the huge volume of data in this data set, part of it was used to train the
model, and only for DDoS attacks. 25 features with high contrast were selected using the proposed
feature selection technique. The dataset was split into training and testing sets using cross-validation,
with 876,169 instances allocated to training and 375,501 instances allocated to testing. One of the
challenges facing this dataset is that it contains a very large number of restrictions. Which may be an
obstacle in training if appropriate techniques are not used. This data set is not biased toward any type
of attack. It contains a large number of attacks, but for our part, DDoS attacks were chosen because
our methodology highlights this type of attack on Internet of Things networks and devices.

4.1.2 CIC-DDoS 2019 Dataset

The CIC-DDoS 2019 dataset, containing 88 features and 162,590 total data records, was utilized
for model training. This dataset includes samples of normal behavior and attacks [42]. 15 features with
high contrast were selected using the proposed feature selection technique. The training set comprised
110,729 instances, with 47,456 instances allocated for testing purposes. It is worth noting that this
dataset is biased towards DDoS attacks. It does not contain any other types of attacks. Its use is due
to the fact that the proposed model highlights DDoS attacks only on Internet of Things networks.

4.2 System Specifications

The experimental setup utilized the following system specifications: a 64-bit operating system,
Intel Core i5-12350G CPU @1.8 GHz, 32 GB RAM, running on Windows 11, Python 3.10.4, and
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utilizing Jupyter Notebook (Server: 6.4.11). The proposed IDS were trained and evaluated using the
CIC-IoT2023 and CIC-DDoS2019 datasets to detect DDoS attacks on IoT networks.

5 Experiment Results

The efficacy of the proposed methodology was assessed through the calculation of various
performance metrics, including model accuracy, detection rate, and precision, recall, F1-score, and
detection time.

Accuracy: It is a measure to evaluate the accuracy of the model in correct predictions, whether
positive or negative. It is worth noting that in some cases of imbalance, the accuracy is misleading,
and therefore other measures are used such as (Recall and F1-score) to obtain a good evaluation.
According to [43], it is calculated using the following equation:

Accuracy (Acc) = TN + TP
All (TP + TN + FP + FN)

(10)

Precision: It is a measure for evaluating classification performance, as it evaluates the percentage
of positive predictions and their accuracy, which were obtained after implementing the model. It is
considered an important measure because it is used in decisive predictions and must be balanced with
the recall measure [43]. It is calculated using the following equation:

Precision = TP
TP + FP

(11)

Recall: It is a measurement of the model’s classification, showing the percentage of actual positive
correct predictions. It shows the model’s ability to detect positive samples. Its importance also lies in
dangerous predictions that cannot be wrong, such as categorizing types of diseases or detecting attacks
[43]. It is calculated using the following equation:

Recall or DR = TP
TP + FN

(12)

F-score: It is a measure that works on the basis of calculating Precision and Recall, combining
them to provide a balanced assessment. It gives a more comprehensive picture of the model’s
performance. It can also be used in cases where there is a balance between positive and negative
predictions [43]. It is calculated using the following equation:

F = 2 ∗ Precision ∗ Recall
Precision + Recall

(13)

Detection rate: It works like a recall measure, as it calculates the correct positive predictions after
executing the model, and it is also used in critical predictions that do not accept errors.

5.1 Evaluation of the Proposed Methodology Using the CIC-IoT2023 Dataset

To assess the first performance of the proposed methodology, the CIC-IoT2023 dataset was
utilized. In the first stage, 40 features with high contrast were selected from the total features [0 1
2 3 4 5 6 7 8 9 10 11 14 15 16 17 18 19 20 24 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45].
This contributes to preparing features for the second stage of feature selection, and also helps reduce
complexity in the data and increase the speed of training the proposed model. and In the second stage,
the best 25 features from 40 features [0 1 3 4 5 8 11 13 15 16 18 20 24 27 28 29 30 31 32 34 35 36 37 38
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39] were selected using the (select K best) technique. In Table 2 and Fig. 5, the results of the confusion
matrix of DDoS attacks resulting from the implementation of our proposed model are presented.

Table 2: Confusion matrix to CIC-IoT2023 dataset

Actual class Predicted class

Normal Attack

Normal 11619 20
Attack 111 363751

Figure 5: Confusion matrix to CIC-IoT2023

Fig. 5 and Table 2 showcase the predictions obtained from our proposed model, highlighting
its capability to minimize false alarms and enhance the detection accuracy of genuine attacks.
Furthermore, Fig. 6 and Table 3 delineate the outcomes of the proposed model as obtained from the
confusion matrix.

Figure 6: Evaluate the first performance for the model proposed in the CIC-IoT2023

Table 3 illustrates the accuracy of the proposed model in detecting DDoS attacks in CIC-IoT2023,
demonstrating an increase in detection rates and a reduction in error rates. Additionally, it depicts the
time invested in intrusion detection. Challenges encountered while utilizing this dataset include dealing
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with a large number of features, selecting features with high variance, and the associated complexities
in processing them.

Table 3: The results of the proposed model for CIC-IoT2023 dataset

Acc Recall Precision D.R FAR F1_score E.R Time detection

99.965% 99.828% 99.058% 99.82% 0.003% 2.0 0.003% 0.20 s

5.2 Evaluation of the Proposed Methodology Using the CIC-DDoS2019 Dataset

In the second performance of the proposed methodology, the CIC-DDoS2019 dataset was
utilized. In the first stage, 68 features with high contrast were selected from the total features [0 1
2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 33 34 35 36 37 38 39
40 41 43 44 46 47 48 50 51 52 53 55 57 58 59 60 61 62 63 64 65 66 67 68 69 70 71 72 73]. And in the
second stage, the best 15 features from the 68 features [3 4 11 17 18 19 34 35 38 44 46 47 48 55 67] were
selected using the (select K best) technique. In Table 4 and Fig. 7, the results of the confusion matrix
of DDoS attacks resulting from the implementation of our proposed model are presented.

Figure 7: Confusion matrix to CIC-DDoS2019

Table 4: Confusion matrix to CIC-DDoS2019 dataset

Actual class Predicted class

Normal Attack

Normal 4789 7
Attack 8 42652

Fig. 7 and Table 4 illustrate the predictions obtained from our proposed model by CIC-DDoS2019
dataset, demonstrating its effectiveness in reducing false alarms and improving the detection accuracy
of genuine attacks. Additionally, Fig. 8 and Table 5 provide a detailed breakdown of the results
obtained from the confusion matrix by our proposed model.
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Figure 8: Evaluate the second performance for the model proposed in the CIC-DDoS2019

Table 5: The results of the proposed model for CIC-DDoS2019 dataset

Acc Recall Precision D.R FAR F1_score E.R Time detection

99.968% 99.854% 99.833% 99.854% 0.001% 2.0 0.003% 0.23 s

In Table 5, the accuracy of the proposed model in detecting DDoS attacks was demonstrated in
CIC-DDoD2019, showing the quality of the results in the detection rate and reducing error rates.
These results demonstrate the superiority of the proposed model in terms of accuracy, detection rate,
and reducing false alarms.

5.3 Evaluation of the Proposed Methodology on Types of DDoS Attacks Using the CIC-DDoS2019
Dataset
For the purpose of knowing the effect of different types of DDoS attacks on the performance

of the proposed model, an evaluation of the performance of the proposed model was conducted on
different types of DDoS attacks separately, since the data set used contains several types of DDoS
attacks.

Table 6 shows the performance of the proposed model on a different set of DDoS attacks. The
results show that the model obtained high accuracy in detecting different attacks. In order to adapt the
proposed model to new and emerging attack vectors, the training dataset must be updated continuously
to detect new attack patterns.

Table 6: The results of the proposed model on types of DDoS attacks for CIC-DDoS2019 dataset

Type attack ACC Recall Precision Time detection

DDoS (LDAP) 99.972% 99.894% 99.857% 0.19 s
DDoS (DoS_DNS) 99.961% 99.843% 99.797% 0.22 s
DDoS (MSSQL) 99.980% 99.892% 99.916% 0.30 s
DDoS (DoS_MSSQL) 99.964% 99.774% 99.792% 0.24 s
DDoS (NetBIOS) 99.959% 99.749% 99.765% 0.20 s
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5.4 Comparison with Literature Review

5.4.1 Comparing the Performance Evaluation of the Proposed Methodology with Previous Studies

In Table 7, a comparative analysis with previous research was conducted based on performance
measures.

Table 7: Comparison between the literature review and proposed IDS

Ref. dataset Method ACC Recall Precision

[10] CIC-
DDoS2019

CNN 99.9% – –

[11] CIC-
DDoS2019

KNN, DT, SGB, NB,
SVM, RF

97%, 96%,
99%, 53%,
97%, 96%.

99%, 98%,
99%, 66%,
99%, 98%.

98.8%, 98%,
99%, 65%,
99%, 98%

[12] (InSDN,
CIC-IDS2017,
and CIC-
DDoS2019)

DCNN 99.99% 99.99% 99.99%

[13] CIC-
DDoS2019

DNN, CNN and
RNN

99.99% – –

[14] CIC-IoT2023 LSTM algorithm 98.75% – –
[15] CICIoT2023 ARF-ADWIN,

SRPs-DDM and
ARF-DDM,
KNN-ADWIN

99.33% 96.53% 99.88%

[16] CICIoT2023 multi-class
classification

96.56% – –

Proposed
model

CIC-IoT2023 99.965% 99.828% 99.058%
CIC-
DDoS2019

99.957% 99.854% 99.72%

Upon comparing the results of the proposed methodology with those of previous studies, it
becomes evident that our approach excels in terms of intrusion detection accuracy, minimized system
errors, and reduced intrusion detection time, in addition to the reduction in features. Notably, the
proposed model demonstrates superior performance in terms of training speed and intrusion detection
accuracy, which can be attributed to the streamlined feature reduction process and the utilization of
efficient algorithms. This has led to remarkably high system accuracy compared to prior works.

5.4.2 Comparison with Related Works Will Be Made on the Basis of Statistical Tests and Confidence
Intervals, to Determine the Accuracy of the Proposed Model

Initially, a comparison was made between the first performance evaluation, which is based on
the (CIC-IoT2023) data set, with previous studies using the same dataset, namely [15], and the results
were as follows: T-statistic = 1.0596 and Confidence Interval = (0.6044, 1.8938). Through the results
obtained, The T-statistic was a positive value, and this indicates that the average accuracy of the
proposed model is higher than the average accuracy of the mentioned study.
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Also, a comparison was made between the second performance evaluation based on the (CIC-
DDoS2019) data set, with previous studies that used the same dataset [13], and the results were as
follows: T-statistic = 0.9849 and Confidence Interval = (0.6007, 1.8936). The value of the T-statistic
indicates positive, and this proves that the average accuracy of the proposed model is higher than the
average accuracy of the mentioned study, but the difference in superiority is very small.

Through the first comparison with performance evaluation metrics and the second comparison of
the statistical test with previous studies, the superiority of our proposed model in accurately detecting
DDoS attacks on Internet of Things networks is proven.

5.5 Challenges and Limitations to the Proposed Methodology

In the proposed work, a set of challenges were faced, which were overcome and a highly accurate
model was obtained. The first challenge faced is dealing with the selected data sets, including the
method of analyzing the data and getting rid of ambiguous and useless data, the method of extracting
only DDoS attacks from the data set, because our proposed research only highlights DDoS attacks,
and also the method of selecting relevant features was done through two methods. This played an
effective role in the model training process. The second challenge is how to deal with the parameters
of the selected algorithms because parameters play an essential role in the work of algorithms. This
was overcome through the process of analyzing data and conducting numerous experiments on the
model to reach the final parameters in the proposed model. It is necessary to mention the limitations
that exist in our proposed research. These limitations can be addressed in future ideas. It is to use
a newer data set than the one that was used, and also to expand the detection of all cyber attacks
instead of dealing only with the DDoS attack. The model is constantly updated to keep pace with the
development of attackers.

6 Conclusions

Numerous systems have been proposed to detect cyber attacks on the Internet of Things, especially
DDoS attacks, due to the recent challenges posed by technological advancements, data proliferation,
and the wide range of applications in use. These systems employ various methods and machine learning
algorithms, primarily relying on data mining techniques. In this study, we introduced a two-stage
model for feature selection, which utilizes the contrast threshold method and combines select K best
with Chi2. Additionally, we improved the K-neighbors algorithm by using ensemble machine learning
(stacking) with logistic regression and the SGD classifier algorithm. Our proposed methodology was
evaluated using the CIC-IoT2023 and DDoS2019 datasets, resulting in remarkably high accuracy rates
compared to previous works. Specifically, our model achieved accuracy rates of 99.965% and 99.957%,
with intrusion detection times of 0.20 and 0.23 s, respectively. Furthermore, a comparative analysis
with recent works confirmed the superiority of our proposed methodology. One of the challenges
faced was the large amount of data used for training and the way it was processed. The challenge was
how to select only relevant features to help reduce training time. We recommend taking advantage of
the proposed model to improve cyber security for Internet of Things networks because the proposed
model provides a rapid response to DDoS attacks. The model can be integrated with existing security
systems. It is worth noting that it can be applied in several fields, including in the field of health and in
smart cities. As for future work, we suggest several works to develop the current research, including,
we recommend testing the proposed model in real environments after it has been trained on a real
data set. We also recommend discovering new data, such as (CIC-IoV2024), that contains new types
of cyber attacks to keep pace with the development of attackers and face the challenges of processing
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data and choosing relevant features. We also recommend using deep learning algorithms and knowing
the accuracy of the model detection.
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