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ABSTRACT

The rapid expansion of online content and big data has precipitated an urgent need for efficient summarization
techniques to swiftly comprehend vast textual documents without compromising their original integrity. Current
approaches in Extractive Text Summarization (ETS) leverage the modeling of inter-sentence relationships, a
task of paramount importance in producing coherent summaries. This study introduces an innovative model
that integrates Graph Attention Networks (GATs) with Transformer-based Bidirectional Encoder Representa-
tions from Transformers (BERT) and Latent Dirichlet Allocation (LDA), further enhanced by Term Frequency-
Inverse Document Frequency (TF-IDF) values, to improve sentence selection by capturing comprehensive topical
information. Our approach constructs a graph with nodes representing sentences, words, and topics, thereby
elevating the interconnectivity and enabling a more refined understanding of text structures. This model is
stretched to Multi-Document Summarization (MDS) from Single-Document Summarization, offering significant
improvements over existing models such as THGS-GMM and Topic-GraphSum, as demonstrated by empirical
evaluations on benchmark news datasets like Cable News Network (CNN)/Daily Mail (DM) and Multi-News. The
results consistently demonstrate superior performance, showcasing the model’s robustness in handling complex
summarization tasks across single and multi-document contexts. This research not only advances the integration
of BERT and LDA within a GATs but also emphasizes our model’s capacity to effectively manage global information
and adapt to diverse summarization challenges.
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1 Introduction

Owing to the substantial and swift expansion of information and textual documents, propelled
by the pervasive popularity of online content and the prevalence of big data, it necessitates a
considerable amount of time to fully grasp the entire document. Hence, a considerable number of
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academics are currently engaged in order to develop various technical solutions for the automated
summarization of textual contents. The main objective is to provide a swift document review without
compromising the documents originality [1]. Depending on the outcomes produced by a summary,
their nature can be extractive or abstractive. The extractive summarization technique entails the
systematic selection of sub-words, phrases, content, and sentences from the source document, while
in the abstractive technique, the sentences, and key ideas generated undergo substantial alteration
and involve paraphrasing in comparison to the sentences found in the original input document [2].
Conventional approaches to Extractive Text Summarization (ETS) encompass methods like TextRank
and LexRank, both are centered on the computation of sentence similarity scores [3]. The acquisition
and modeling of cross-sentence associations are pivotal stages in the process of deriving a summary
containing profoundly significant sentences from the input content [4]. In a study referenced as [5],
a framework for Single-Document Summarization (SDS) was constructed, featuring the inclusion of
a hierarchical document encoder. The scholars in [6] proposed an innovative neural model designed
for extractive summarization structured as a sentence ranking task. They augmented the ROUGE
values through the integration of reinforcement learning techniques into their methodology. Further,
the methodologies presented by [7,8] primarily employed the encoder-decoder, sequence-to-sequence
architecture, wherein each sentence was encoded by using distinct neural components in various
manners. However, the empirical observations have revealed that employing this paradigm to model
inter-sentence relationships does not yield substantial performance enhancements in the context of
summarization [9]. A few years ago, several studies exemplified by references [10] employed Recurrent
Neural Networks (RNNs) to acquire and frame the inter-sentence relationship. Nonetheless, recurrent
models face difficulties in capturing long-range dependencies among sentences and effective handling
of computational factors, primarily because they only process input and output sequences in a strictly
sequential manner [11].

In recent years, there has been a notable achievement in applying Graph Attention Networks
(GATs) for the purpose to summarized documents [12]. This success stems from their proficiency
in capturing complex inter-sentence relationships within documents [3,13–17]. To be precise, GNN
models demonstrate the capability to effectively model intricate structural data that comprises
semantic units (nodes) and the relationships (edges) connecting them. Authors of [18] employed the
Rhetorical Structure Theory (RST) graph, which relies on joint extraction and syntactic compression,
to model cross-sentence associations in the context of SDS. Reference [19] proposes an unsupervised
graph-based model that leverages discourse information for hierarchical ranking, which is specifically
tailored for extensive scientific documents, utilizing both intra-connections and inter-connections
among sentences. The authors in [20] incorporate three types of nodes, namely Sentence, Entity Divi-
sion Unit (EDU), and Entity Nodes. They utilize RST discourse parsing to capture the relationships
between the EDUs. The researchers of [21] devised a Heterogeneous Transformer based model tailored
for extractive summarization of lengthy text, incorporating multi-granularity sparse attention and
treating tokens, entities, and sentences as distinct types of nodes in the process.

Another vital aspect of summarization pertains to modeling global information (topical infor-
mation), which plays a pivotal role in the selection of sentences [22]. They concurrently trained
with latent topics to model global information, employing the Neural Topic Model (NTM) for
this purpose. The study conducted by the researchers cited in [23] offers an expanded model that
employs NTM for abstractive text summarization. Within the graph structure, topics are extracted
using clustering methods like K-Means and Gaussian Mixture Models (GMM). Even though the
above methods have worked well, creating a powerful graph model extendable from single to Multi-
Document Summarization (MDS) with sophisticated topical features extractor and robust encoder
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that strengthens the process of better extractive summary generation is still an area of research that’s
not completely solved. Bidirectional Encoder Representations from Transformers (BERT)-Encoder
has been pre-trained on extensive datasets, enabling it to acquire intricate features owing to its
robust architecture. Building upon this, latent topic nodes are discovered using the widely recognized
generative statistical topic modeling technique, Latent Dirichlet Allocation (LDA). In the subsequent
stage, this research establishes a heterogeneous document graph, comprising sentence, word, and topic
nodes, interconnected by edge features represented as Term Frequency-Inverse Document Frequency
(TF-IDF) values. These node representations are updated through the utilization of GATs. In essence,
this research offers several advantages: (i) Throughout the graph propagation process, sentence
representations are enhanced by the infusion of topical information. This topical information can
be seen as a feature at the document level, assisting the proposed model in extracting crucial content
from the entire document. (ii) Topic nodes function as intermediaries, enhancing the proposed model’s
proficiency in capturing relationships between sentences. (iii) This research model could extend and
adopted for both single and multi-document summarization. The key contributions of this research
model are outlined as follows:

• In the context of prior related work, this study marks the first endeavour to introduce
an innovative Enhanced Topic-Aware GATs for both single and multi-document extractive
summarization. This approach combines LDA and pre-trained BERT, along with TF-IDF edge
features with GATs.

• This research performs a quantitative examination to assess the impact of latent topics, and
provide a comprehensive insight into how topical information facilitates the summarization
process for both single and multi-document summarization.

• Based on the simulation results obtained from standard news dataset Cable News Network
(CNN)/Daily Mail (DM) and Multi-News for single and multi-documents respectively, this
research findings consistently attain satisfactory results across the board, compared with other
topic aware and non-topic Heterogeneous Graphs (HG) models.

The structure of this study is systematically organized to facilitate a comprehensive understanding
of the research. Section 2 outlines the Related Work, setting the context and foundation. Section 3
introduces the Methodologies for SDS and MDS. Section 4 provides an in-depth Performance Anal-
ysis, evaluating the proposed model against established benchmarks. Section 5 presents Discussion
about the significance of the proposed techniques and their comparative advantages. Section 6 presents
Conclusion of the study by summarizing the key findings and contributions, addresses the limitations
and outlines potential directions for future research.

2 Related Work

This research literature review examines key methods in extractive summarization, starting with
deep neural sequence-to-sequence models, and then exploring deep-learning transformers and BERT
usage. This research also assesses techniques leveraging topical information to enhance inter-sentence
relationships, and the application of neural graph-based networks in these tasks.

2.1 Sequence to Sequence Models

Various research in the past frequently employs sequence-to-sequences architecture-based models
for various extractive summarization tasks. In the context of summarizing single legal documents, the
authors implemented a deep learning method known as the Feedforward Neural Network (FFNN).
This approach generates summaries by extracting key sentences, making it useful even without access
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to specific features or expert knowledge [23]. In a scholarly investigation by [24] an encoder-decoder
architecture was introduced as a comprehensive framework tailored for SDS. This system involves
a many-to-many sequence problem and incorporates attention-based Long Short-Term Memory
(LSTM) for generating the summaries [25]. The research introduced an innovative approach to
automatic text summarization [26]. This strategy amalgamates adaptable fuzzy attributes with a neural
sequence-to-sequence model integrating an attention mechanism.

2.2 Transformer and BERT-Based Models

The Transformer, a deep learning model, leverages a self-attention mechanism which is commonly
used by many researchers for extractive summarization tasks. In the work of [27], the authors devel-
oped a model that enables stepwise summarization. This model integrates the previously generated
summary as an additional sub-structure within the structured transformer. They focused on models
like Hierarchical BERT (HiBERT) introduced by [28] and extended transformer [29] which offer
an extractive, encoder-centric, stepwise approach to summarization. In the study conducted by [30],
they introduce an extractive summarization model that utilizes layered trees. The researchers in
[31] put forward a document-level discourse-based attention approach for extractive summarization
by employing a smaller attention module size which is the necessary component of transformer
architecture. The research in [32] introduces two separate transformer-based methods that perform
sentiment analysis while extracting the most crucial words to produce a summary. The study in
[20] presents a Heterogeneous Transformer (HETFORMER), an advanced pre-trained model based
on heterogeneous transformers. This model is specifically tailored for the extractive summarization
of long textual content and incorporates multi-granularity sparse attention. The researchers in
[33] introduce a Star architecture-based model for extractive summarization. This model utilizes a
Transformer with a self-attention mechanism and a star-shaped structure. Study [34] proposes a novel
paradigm for extractive summarization known as DiffuSum. This approach creates summary sentence
representations using transformer-based diffusion models and performs extraction based on sentence
representation matching.

Furthermore, many researchers utilize the pre-trained model BERT for extractive summariza-
tion. In the study by [35], the authors introduce a “lecture summarization service”. This service,
implemented in Python as a RESTful API, leverages the BERT model for text embeddings and
K-Means clustering. The work presented by [36] introduces a hybrid method that combines the
advantages of both extractive and abstract approaches to create summaries for lengthy scientific texts
using the BERT model. The fundamental research on utilizing BERT for extractive summarization,
as conducted by [37], introduces an exceptionally efficient fine-tuning method that leverages the
BERT model for extractive summarization. The authors of [19,28] also rely on the BERT model
to provide contextualized representations for their summarization tasks. An unsupervised technique
for multi-document extractive summarization based on transfer learning from the BERT sentence
embedding model is proposed by the research described in [38]. In study [39], they delve into extractive
summarization methods that leverage sentence embeddings derived from fine-tuned BERT models,
coupled with the utilization of the K-Means clustering technique.

2.3 Topic Aware Text Summarization

Another vital aspect of summarization pertains to modeling global information (topical infor-
mation), which plays a pivotal role in the selection of sentences [21]. In reference [40], the scholars
utilized BERT to obtain contextual sentence representations. The study conducted by [41] explored
an unsupervised approach for extractive summarization, integrating clustering with topic modeling to
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mitigate topic bias. LDA was employed for topic modeling, and K-Medoid clustering was utilized for
generating summaries. In work of [42], authors proposed an innovative approach by integrating BERT
for contextual embeddings and an NTM for discovering topics. Moreover, a transformer network
is employed to effectively capture long-term dependencies, facilitating the seamless exploration of
topic inference and text summarization in an end-to-end fashion. Utilizing topic vectors and sequence
networks to estimate latent information inside the document, reference [43] aimed to improve the
precision and quality of the summary text. The researchers in [44] seamlessly combine the graph
contrastive topic model with a pre-trained language model. The objective is to leverage both global
and local contextual semantics effectively for the extractive summarization of lengthy documents. The
study [45] proposes an innovative Topic-Aware GATs abstractive text summarization model. Initially,
the document undergoes encoding with BERT to generate sentence representations, concurrently using
NTM to discern the potential topic of the document.

2.4 Neural Graph-Based Summarization

Contemporary researchers often utilize a heterogeneous network, incorporating multiple nodes
that undergo updates, instead of a homogeneous graph with uniform, unmodified nodes. Research
[46] delves into the exploration of syntactic Graph Convolutional Networks (GCNs) to effectively
model non-Euclidean document structures. Additionally, they incorporate an attention information
gate to selectively highlight salient information for the purpose of generating text summarization. The
findings by [47] introduce a HG network designed to effectively capture various levels of information,
encompassing both words and sentences. The model emphasizes redundancy dependencies between
sentences, iteratively refining sentence representations through a redundancy-aware graph. In the
study presented by [48], a novel Multiplex Graph Convolutional Network (MGCN) is introduced to
collectively model various types of relationships between sentences and words. Reference [49] primarily
employs the Text Graph Multi-Headed Attention Network (TGA) to proficiently acquire sentence
representations across various types of text graphs at different levels. In [50], they employ advanced
techniques, such as hypergraph transformer layers, to iteratively update and learn robust sentence
representations. This approach strategically fuses various types of sentence dependencies, including
latent topics, keywords, coreference, and section structure. The detailed methodology of the novel
proposed model is discussed in the following section.

The study situates itself uniquely among a spectrum of contemporary research in extractive
summarization for text but video summarization is also a promising field that identifies key segments
in untrimmed videos leverage dual streams and a context-semantics interaction layer to enhance
content detection [51,52]. In the realm of sequence-to-sequence and transformer-based models, current
methodologies for text summarization frequently utilize complex neural architectures like BERT and
attention mechanisms to enhance the extractive process. However, proposed model diverges by not
only employing these advanced techniques but also innovatively integrating GATs and LDA. This
combination permits for a refined handling of inter-sentence relationships and topic coherence, which
is less stressed in traditional models.

Moreover, while typical methods often focus on single-document contexts or connect simple
neural networks for sentence extraction, this research model surpasses in both single and multi-
document setups by effectively synthesizing information across various documents. This is apparent in
the proposed model’s ability to dynamically acclimate to the densities of the text, apprehending both
the granular details and broader thematic elements more effectively than many prevailing models.
Thus, this research approach not only aligns with the cutting-edge in technology but also pushes the
boundaries by providing a more holistic and context-aware summarization solution.
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3 Methodology

In this section, this research presents the methodology of proposed innovative model, developed
to address both single and MDS tasks. This research builds a representation of an input document
using an HG that includes three types of nodes: Words, sentences, and topics, and utilizes GATs to
adeptly capture the information relationships among these nodes. The proposed network consists of
five phases. The first phase focuses on representing the document as a HG. Following this initial phase,
this research has four core trainable modules, which include a BERT encoder, LDA Topic Extractor,
Graph Attention Layer, and Sentence Classification module. These stepwise processes are further
explained in the upcoming subsections.

3.1 Graph Construction

Let’s consider a graph representation, denoted as G = (V, E). In this representation, V corresponds
to the set of nodes, and E signifies the edges connecting these nodes. In proposed approach, this
research formally define the HG as follows: V = (Vw U Vs U Vt) and E = (Ew2s ∪ Es2w ∪ Ew2t
∪ Et2w). Here, Vw, Vs, and Vt represent the three semantic components of a document, namely,
words, sentences, and topics. Additionally, Ew2s, Es2w, Ew2t and Et2w correspond to four distinct
types of edges: Word-to-sentence, sentence-to-word, and word-to-topic, respectively. Fig. 1 provides an
overview of the proposed model, which primarily consists of four key components: the BERT Encoder,
LDA Topic Extractor, HG Layer, and the Sentences Classification module.

Figure 1: Proposed framework for single document summarization
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• BERT encoder generates sentence and word nodes, encoding them for integration into the
document graph.

• Subsequently, the LDA model is employed to extract latent topic features from each document.
These features are then incorporated into the graph layer to extract semantic information.

• In the third phase, the HG updates these node depictions by iteratively transmitting messages
among word, sentence, and topic nodes via GATs.

• In conclusion, the output sentence-topic representation is utilized for sentence classification,
with the training objective focused on minimizing cross-entropy loss.

3.2 Bidirectional Encoder Representations from Transformers Encoder

Let’s consider a graph representation, denoted as G = (V, E). In this representation, V corresponds
to the set of nodes, and E signifies the edges connecting these. The encoder employed in BERT utilizes
an attention-based architecture, which offers distinct advantages over other standard language models.
Notably, it employs deep bidirectional context training of the sequence. This means that during train-
ing, it considers both the left and right context, which enhances its ability to understand the sequence
effectively. The output vectors generated by BERT are aligned with individual tokens rather than
entire sentences, in accordance with the original design of the BERT model [53]. Simultaneously, when
dealing with extractive summarization, the focus shifts to manipulating sentence-level representations.
In the original BERT model, segmentation embeddings are exclusively used for sentence-pair inputs.
Nevertheless, in the context of the extractive summarization task, this research needs to encode and
handle inputs consisting of multiple sentences [37]. This research utilizes the modified version of BERT
in which an external Classify token (CLS) token at the commencement of each sentence and a Separate
token (SEP) token at the conclusion of each sentence is used. This systematic approach is employed to
establish a consistent representation for individual sentences, in accordance with the method employed
in [37]. The complete operational process of the BERT model for sentence encoding is visualized in
Fig. 2 [54]. For the generation of word nodes, this research implements the foundational architecture
of the BERT model, as illustrated in Fig. 3.

Figure 2: Bidirectional encoder representations from transformers for sentence encoding
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Figure 3: Bidirectional encoder representations from transformers for word encoding

3.3 Latent Dirichlet Allocation Topic Extractor

The core idea behind the proposed connection is to enhance global information by integrating
latent topic nodes within the graph structure. Consequently, instead of resorting to neural models or
K-Means and GMM [3,13] which are purely clustering models, this research opts for the utilization
of the LDA model to extract the initial topic features from each document, leveraging pre-trained
word embeddings. LDA is a commonly used unsupervised generative probabilistic method for corpus
modeling. It is based on the premise that each document can be described by a probabilistic
distribution of latent topics, with the topic distribution across all documents adhering to a shared
Dirichlet prior. Each latent topic can be represented as a probability distribution over words, meaning
some words are more likely to appear in specific topics. These individual word distributions share a
common Dirichlet prior that influences the overall word combinations within each topic [55].

LDA is traditionally designed to operate with bag-of-words representations, not word embed-
dings, and this research needs to transform the data into a format that LDA can understand. To
overcome this problem, the proposed work creates a Document-Term Matrix (DTM), which represents
documents using word embeddings. In this matrix, rows correspond to documents, and columns
correspond to the dimensions of the BERT embeddings. The complete generative process by LDA
for latent topics discovery is as in below Algorithm 1:

Algorithm 1
For each topic t from 1 to T:

Sample a word distribution βt from a Dirichlet distribution: βt ∼ Dirichlet (η).
This step determines how words are distributed within each topic.

For each document d from 1 to D:
Sample a topic distribution θd from a Dirichlet distribution: θd ∼ Dirichlet (α).
This step defines the distribution of topics within each document.

For each word n in document d:
Sample a topic assignment zd,n from the topic distribution θd: zd,n ∼ Multinomial (θd).
Sample a word wd,n from the word distribution corresponding to the assigned topic zd,n :
wd,n∼ Multinomial (βzd,n).
This step represents how words are generated within documents based on their topic assignments.

Here D: Number of documents, W: Vocabulary size (number of unique words), T: Number
of topics, Nd: Number of words in document d, θd: Topic distribution for document d, βt: Word
distribution for topic t, zd, n: Topic assignment for the nth word in document d and wd, n: The specific
word in document d at position n. In the above generative model, this research conducted parameter
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estimation for α (document-topic distribution), η (topic-word distribution), and the assignment of
topics to words within each document. The objective was to discover the most probable topics and
their assignments to words based on the observed documents. The probability of the observed data D
is computed for a corpus as follow in Eq. (1):

p (D|α, β) =
M∏

d=1

∫
p (θd|α)

⎛
⎝

Nd∏
n=1

∑
zdn

P (zdn|θd) p (wdn|zdn, β)

⎞
⎠ dθd (1)

This understanding of topic distribution is then infused to Graph Structure to enrich the global
information along with sentence and word nodes generated by BERT. To further emphasize the
significance of the relationships between sentence, word, and topic nodes, this research incorporates
TF-IDF values into the edge weights within this encoding phase.

3.4 Heterogenous Graph Layer

The vectors of nodes are initialized with embedding features, where Hos = Xs (sentence nodes)
How = Xw (word nodes), and Hot = Xt (topic nodes), respectively. Sequentially, the node representa-
tions are updated with the Graph Attention Network (GAN).

3.4.1 Graph Attention Layer

To capture the complex interactions and individual features within the HG, this research employs
the GATs to learn the hidden representations of each node. Specifically, supporting hi ∈ Rdhi and Ni

express the input hidden representation and the surroundings of node ith, respectively, the computation
of the GATs layer can be expressed as follows in Eqs. (2) and (3):

zij = LeakyRelu
(
�aT

(
Wq

�hi

∣∣∣∣Wk
�hj

))
(2)

αij = ezij∑
k∈Ni

ezik
= h

�′ i(
∑

j∈Ni
αijWu�hj) (3)

Here, W q, W k, W v, and the vector αd represent trainable parameters that are optimized through-
out the training process. The symbol || is used to represent the concatenation operator. σ represents the
non-linear transformation function, while h′ i signifies the hidden state, which encapsulates information
gathered from the neighboring nodes. Alternatively, to enhance performance, multi-head attention can
be utilized, and it is computed in the following Eq. (4):

h
�′ i‖Kk=1 (

∑
j∈Ni

αijWku�hj) (4)

In addition, to tackle the challenge of gradient vanishing, a residual connection is incorporated.
This connection is appended to the original representation, culminating in the derivation of the
ultimate hidden state using Eq. (5):

h
−→−→′′

i i

−→′
i

(5)

3.4.2 Graph Updation

Following the initialization, the sentence nodes are updated by incorporating information from
their neighboring word nodes as well as the topic nodes are also updated through the utilization of
GATs and FFNN layers using Eqs. (6) and (7):
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U 1
T←w = GAT

(
H0

T , H0
w, H0

w

)
(6)

H1
T = FFN

(
U 1

T←w + H0
T

)
(7)

The text following an equation need not be a new paragraph. Please punctuate equations as
regular text. During each iteration, the update process includes interactions between word-to-sentence,
sentence-to-word, and word-to-topic connections. This can be formulated as shown in Eqs. (6)–(15):

Ut+1
w←s = GAT

(
Ht

w, Ht
s , Ht

s

)
(8)

Ut+1
w←T = GAT

(
Ht

w, Ht
T , Ht

T

)
(9)

Ut+1
w←s,T = σ

(
Ut+1

w←s + Ut+1
w←T

)
(10)

Ht+1
w = FFN

(
Ut+1

w←s, T + Ht
w

)
(11)

Ut+1
s←w = GAT

(
Ht

s , Ht+1
w , Ht+1

w

)
(12)

Ht+1
s = FFN

(
Ut+1

s←w + Ht
s

)
(13)

Ut+1
T←w, At+1

T←w = GAT
(
Ht

T , HT+1
w , HT+1

w

)
(14)

Ht+1
T = FFN

(
Ut+1

T←w + Ht
T

)
(15)

Here, AT←w signifies the attention matrix originating from word nodes towards the topic nodes.
Next, this research combines the topic-specific features obtained from GATs to create a holistic
representation of the document’s thematic content. This combining process is explained as follows
in Eq. (16):

αi =
∑Nd

n=1 c (wn) ∗ Ai, n∑k

j=1

∑Nd
n=1 c (wn) ∗ Aj, n

=
K∑
i=1

αi ∗ HTi (16)

In the above equation, Ai,j represents the information that word j contributes to topic i. C(wn)
signifies the frequency of the word W n in the document. Also, k stands for the number of topics, and
αdi denotes the dominance level of topic i in relation to the overall document-topic. Furthermore, the
hidden state of each sentence is intricately combined with the topic vector, culminating in the derivation
of the sentence-topic representation. This process is elaborated as follows in Eq. (17):

Hsi , Td
= FFN

(
HTd

) ⊕ Hsi (17)

3.4.3 Sentence Classification Module

Leveraging the learned sentence-topic representations, the final phase performs sentence classifi-
cation. This involves optimizing the training objective, primarily through minimizing the cross-entropy
loss function using Eq. (18):

L =
n∑

i=1

yilog
(
ŷi

) + (1 − yi) log
(
1 − ŷi

)
(18)

3.4.4 Single to Multi-Document

Presently, there is a scarcity of comprehensive research on MDS. The predominant challenge
inherent in MDS lies in the considerable disparity between input documents in terms of their primary
focus and perspective [3]. In essence, enhancing global information holds the potential to enhance the



CMC, 2024, vol.80, no.2 3231

performance of the MDS task. This enhancement is achieved by incorporating latent topics extracted
from word nodes to represent the entirety of sentences across multiple documents. It should be
highlighted that the proposed SDS model can be elegantly adapted for MDS, showcasing the versatility
of this innovative research. To achieve this, the presented research introduced minor refinements to
the proposed framework, resulting in a sophisticated MDS model depicted in Fig. 4. Fig. 1 illustrates
the single-document summarization process, while Fig. 4 depicts the multi-document summarization
process. The modifications applied to the proposed SDS model encompass the following: Initially,
this research introduces latent topics to encompass themes across the entire corpus of relevant
documents through an LDA model. In this context, rather than consolidating all the features related
to the topic into a single representation, this research opts to maintain each individual topic feature
representation separately. This approach was chosen to uphold information preservation, aligning with
the methodology employed in the research. Secondly, the creation of word nodes and sentence nodes
is facilitated by a collection of pertinent documents. This collection comprises a list of sentences and
a set of distinct words derived from multiple documents, deviating from the conventional approach of
relying on a singular document in the context of the SDS problem. Specifically, let D = [d1, d2, . . . ,
dn] represent the set of input multi-documents. This research re-calculates the output sentence-topic
representation si as follows using Eqs. (19) and (20):

HTD
= FFN

K∑
k=1

HTk
(19)

Hsi, TD = σ
(
FFN

(
HTD

⊕ Hsi

))
(20)

Figure 4: Proposed framework for multi-document summarization
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In this equation, k represents the quantity of topics associated with the multiple documents, and ‖
signifies the concatenation operation. Subsequently, the resulting matrix undergoes a transformation
into a vector via a flattened layer, a step integral to the final classification.

4 Performance Evaluation

This research evaluation strategy is focused on rigorously testing the proposed model’s effec-
tiveness in extractive summarization against contemporary state-of-the-art models. The performance
assessment utilizes the CNN/DM and Multi-News datasets, which are standards in the field for
SDS and MDS tasks, respectively. This deliberate choice confirms a broad and challenging test
environment, reflecting real-world applications and the complexity of integrating multiple document
contexts.

Through systematic comparisons, proposed model is tested against well-known benchmarks and
recent advances in neural graph-based models. These assessments are not just limited to performance
metrics like ROUGE scores but also extend to an examination of how well each model assimilates and
processes linguistic and thematic information across different document types. This research examines
the performance in relation to various node configurations and graph structures used in competing
models, providing a comprehensive view of the proposed model’s abilities.

Furthermore, the assessment comprises a detailed review of the implementation settings, such as
vocabulary size, tokenization standards, and hyperparameters like learning rates and dropout settings.
These particulars underscore the tailored approach of proposed model in handling the refinements
of extractive summarization, highlighting its innovative integration of advanced neural network
techniques and its adaptability to both SDS and MDS summarization challenges. This laborious
evaluation framework ensures conclusions are well-founded and validate clear advancements over
existing methodologies.

4.1 Dataset Description and Selection Rationale

For the evaluation of proposed summarization model, this research employed two widely rec-
ognized benchmark datasets: CNN/DM for SDS and Multi-News for MDS. The CNN/DM dataset
is chosen due to its substantial volume and diversity, comprising 287,227 training samples, 13,368
validation, and 11,490 testing samples, which signify a broad spectrum of news stories [17,20]. This
dataset is instrumental in training models to handle a variety of topics and writing styles, making it a
standard in SDS research.

The Multi-News dataset, consisting of 44,972 training, 5622 validation, and 5622 testing samples,
was selected for its unique composition of news articles paired with human-written summaries [56].
Each instance comprises 2–10 source documents, providing a complex challenge of synthesizing
information across multiple texts, thereby testing the model’s capability in MDS scenarios [3,17,20].
The relevant statistics for the two benchmark datasets are outlined in Table 1.

These datasets were specifically chosen not only for their relevance and challenge to the task
of extractive summarization but also for their established use in prior research, allowing for direct
comparison with state-of-the-art models in the field. This rigorous evaluation framework ensures that
proposed model’s performance is benchmarked against the highest standards in ETS, highlighting its
innovation and effectiveness in handling both single and multiple document summarization tasks.



CMC, 2024, vol.80, no.2 3233

Table 1: Identified datasets statistics

CNN/DM dataset Multi-news dataset

Training 28,227 44,972
Validation 13,368 5622
Testing 11,490 5622
Vocabulary size 717,951 666,515

4.2 System Configuration and Implementation Settings

Proposed innovative system configuration utilized a Lenovo Mobile Workstation, featuring a 12th
Generation Intel Core i9 processor, 128 GB DDR4 memory, a 4 TB SSD, and an NVIDIA RTX A4090
graphics card. Operating on Windows 11 with Python 3.12.0, this setup facilitated the robust testing
of proposed model across various datasets.

The pre-processing phase in this study involves meticulous text cleaning, tokenization, and
normalization to prepare the datasets for processing. This comprises the removal of stop words,
lemmatization, and the reduction of vocabulary by cleaning out low TF-IDF terms. Feature selection is
innovatively handled through the integration of advanced neural network techniques that dynamically
acclimatise to the details of the text. Proposed model distinctively leverages a combination of GATs,
BERT embeddings, and LDA to extract and exploit both semantic and structural features effectively.
These steps ensure that proposed model not only comprehends the fundamental elements of the text
but also grasps deeper thematic and contextual nuances.

In terms of execution, neural network architecture was precisely designed for both SDS and MDS
tasks. The network utilizes a 50,000-token vocabulary and integrates an uncased BERT-based model to
create 300-dimensional embeddings. These embeddings are influential in generating word and sentence
nodes, with a transformation of the 769-dimensional output from BERT to 300 dimensions tailored
specifically for the Graph layer. The pre-processing routine enhances model efficiency by removing
stop words, applying lemmatization, and filtering out low TF-IDF terms, which reduces the vocabulary
by 10%. The graph layer is powered by a GATs with a hidden size of 64, a feedforward layer with a
512-inner size, and an 8-head multi-head attention, all integrated with a 0.1 dropout rate to prevent
overfitting. This research optimized model training using the Adam optimizer, with early stopping
triggered after one epoch if no loss improvement is noted, setting the learning rate at 5e-4 and the
batch size at 64. To tailor the summaries, lengths are capped at 3 tokens for single-document and 11
for multi-document tasks, ensuring concise and relevant output. This comprehensive setup underlines
our commitment to leveraging advanced technologies to push the boundaries of text summarization.

4.3 Results and Discussion

This section presents the detailed simulation results of the proposed model, focusing on its
performance relative to other contemporary models. The evaluation begins with the proposed model’s
testing on the widely used CNN/DM dataset for SDS and extends to the Multi-News dataset for MDS.

The study organizes the evaluation into four distinct parts, the first part lists the performance of
baseline models like Lead-3 and Oracle. The second part reviews models that utilize unique embedding
techniques and graph networks. The third focuses on topic-aware models tailored for extractive
summarization. The final part discusses the performance of proposed model, which incorporates an
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enriched topical information-based BERT graph structure, enabling it to effectively discern cross-
sentence relationships.

4.3.1 Performance Insights on CNN/DM Dataset

Table 2 categorizes models into single document models and topic-aware models, comparing them
against baseline models like Lead-3 and Oracle. Oracle, expectedly, shows the highest scores across
all metrics due to its idealized methodology of sentence selection based on maximum overlap with
reference summaries. Among single document models, DIFFU-SUM shows a significant strength in
R-L scores, which indicates better retention of the sentence structure from the original text. The topic-
aware models, particularly the proposed model, perform well in all three metrics, with a notable R-2
score, suggesting efficient handling of phrase-level information that contributes to the coherence and
fluency of the summaries.

Table 2: ROUGE scores on CNN/DM dataset

Models Models R-1 R-2 R-L

Lead-3 Lead-3 40.42 17.62 36.67
Oracle Oracle 55.61 32.84 51.88

Single document models

HSG HSG 42.31 19.51 38.74
HSG + Tri-blocking HSG + Tri-blocking 42.95 19.76 39.23
JECS JECS 41.70 18.50 37.90
HETFORMER HETFORMER 44.55 20.82 40.37
MULTI-GCN MULTI-GCN 43.16 20.14 39.49
DISCO-CORELATION-GRAPH DISCO-CORELATION-GRAPH 43.61 20.81 41.12
DIFFU-SUM DIFFU-SUM 44.83 22.56 40.56

Topic aware models

Topic-GraphSum 44.02 20.81 40.55
GRETEL 44.62 20.96 40.69
THGS-GMM 43.28 20.31 39.67
DEEP-SUM 43.30 19.0 38.90

Proposed model 44.46 20.98 40.51

4.3.2 Performance Insights on Multi-News Dataset

Table 3 evaluates the models’ performance on the Multi-News dataset, which involves summariz-
ing content from multiple documents. This is a more multifaceted task as it needs not only summarizing
information from individual articles but also mixing information across numerous sources. SG-SUM
and the proposed model stand out, with SG-SUM achieving the highest R-L score, indicating its
superior capability in maintaining structural coherence across multiple documents. The proposed
model displays a balanced performance with competitive scores in R-1 and R-2, reflecting its capability
to accurately capture essential content and present it comprehensibly.
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Table 3: ROUGE scores on multi-news dataset

Models R-1 R-2 R-L

HDSG 40.05 16.35 42.08
Match-sum 46.20 16.51 41.89
HETFORMER 46.21 17.49 42.43
THGS-GMM 46.66 16.90 42.73
SG-SUM 47.36 18.61 43.31
Proposed model 47.02 17.68 43.40

4.3.3 Highlighting the Innovation and Contribution of the Proposed Model

The proposed model’s innovative method is demonstrated by its integration of advanced neural
network technologies—combining GATs, Transformer-based BERT, and LDA with TF-IDF enhance-
ments. This incorporation enables the model to analyse and understand not only the linguistic and
syntactic aspects of the text but also its thematic structures, thereby producing summaries that are
both contextually relevant and content-rich.

The innovation lies in how these technologies are synergized. GATs help in understanding the
relationships and dependencies between different parts of the text, BERT brings powerful context-
aware text encoding capabilities, and LDA assists in identifying the latent topics within the texts. The
addition of TF-IDF metrics further improves the model’s ability to weigh and prioritize text based on
the significance of terms as they appear across the corpus.

4.3.4 Comprehensive Evaluation and Implications

Both tables collectively validate that while traditional models like Lead-3 and even complex ones
like HETFORMER and THGS-GMM show strong performances, the proposed model’s architecture
offers a nuanced understanding of textual data. It excels not just in summarizing texts from single
documents but also shows a profound competence in handling the complexities of multi-document
datasets.

This comprehensive performance underscores the proposed model’s potential as a handy tool in
real-world applications where the quick summarization of extensive and diverse data sets is required.
Whether for news aggregation, research, or legal document analysis, the model’s ability to quickly
cleanse essential information and present it in a coherent, succinct manner could significantly enhance
efficiency and decision-making processes.

The presented study not only advances the field of text summarization through innovative
technological incorporation but also sets a new benchmark in the performance of automated sum-
marization systems, paving the way for further research and development in this area. Overall,
proposed model demonstrates consistently satisfactory results in both single and multi-document
extractive summarization tasks, combining advanced architecture with resource efficiency and ease
of implementation across diverse settings.

5 Discussion

Table 4 provides an overview of Single Document models, Table 5 in list the Topic-Aware models
for extractive summarization while Table 6 outlines the models designed for Multi-Document models.
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Table 4: Comparison with single document models

Author(s) Model name Description and comparative performance

Wang et al. [17] HSG Utilizes a hypergraph-based model for extractive
summarization. Incorporates a GNN that encodes word
occurrences and sequences using CNN and BiLSTM.
Reported to achieve an R-1 score of 42.31 on the
CNN/DM dataset, highlighting its effectiveness in
capturing word-level interactions.

Xu et al. [57] JECS Focuses on reducing redundancy through sentence
compression and dependency tree pruning. Achieves
notable efficiency in content reduction, with an R-1 score
of 41.70 on CNN/DM, emphasizing its utility in
summarizing concise content.

Liu et al. [20] HETFORMER A model based on heterogeneous transformers tailored
for long texts, integrating multi-granularity sparse
attentions. Demonstrates superior handling of long
content with an R-1 score of 44.55 on CNN/DM,
outperforming many traditional models.

Jing et al. [48] MULTI-GCN This model introduces a novel MGCG to model
relationships among words across sentences, focusing on
both inter-sentential and intra-sentential relationships. Its
performance, with an R-1 score of 43.16 on CNN/DM,
underscores its capability in detailed relational analysis.

Huang et al. [19] DiscoCorelation-
GraphSum

Innovatively uses a hypergraph structure that includes
entity, EDU (Elementary Discourse Units), and sentence
nodes. By leveraging RST (Rhetorical Structure Theory)
discourse parsing, it captures intricate relationships with
an R-1 of 43.61 on CNN/DM.

Zhang et al. [34] DiffuSum Employs transformer-based diffusion models to create
and match sentence representations, enhancing extraction
accuracy. Its novel approach yields an R-1 of 44.83 on
CNN/DM, demonstrating its effectiveness in matching
sentence-level semantic representations.

Overview of Summarization Model Performance

The provided Tables 5 and 6 detail the performance of various text summarization models on
two distinct datasets: CNN/DM and Multi-News. These tables assess model effectiveness using the
ROUGE metrics: ROUGE-1 (R-1) for unigram overlap, ROUGE-2 (R-2) for bigram overlap, and
ROUGE-L (R-L) for the longest common subsequence, which are standard measures to evaluate the
quality of text summarization by comparing generated summaries against reference summaries.
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Table 5: Comparison with topic aware models

Author(s) Model name Description and comparative performance

Cui et al. [13] Topic-graph-sum Integrates BERT with latent topics using the Neural Topic
Model (NTM) to improve sentence representation. Achieved an
R-1 of 44.02 on the CNN/DM dataset, reflecting its robust
ability to integrate global thematic elements successfully.

Xie et al. [44] GRETEL Employs a graph contrastive topic model alongside a
pre-trained language model, focusing on both global and local
semantic features. It accomplishes robustly with an R-1 of 44.62
on CNN/DM, showcasing its skill in handling detailed semantic
structures.

Phan et al. [3] THGS-GMM Uses a graph structure augmented with K-Means and GMM
for topic extraction. This model highlights its efficacy in
thematic content summarization with an R-1 of 43.28 on
CNN/DM, indicating a strong grasp of topic-related nuances.

Joshi et al. [43] DeepSumm Focuses on finding hidden themes within documents through
topic vectors and sequential learning techniques. It offers a new
dimension in summarization with an R-1 of 43.30 on
CNN/DM, underscoring its innovative approach to discovering
latent thematic elements.

Table 6: Comparison with single to multi-documents models

Author(s) Model name Description and comparative performance

Wang et al. [17] HDSG Extends document-level associations through
super-nodes. This method models complex document
structures, demonstrating its efficacy with an R-1 of 40.05
and an R-L of 42.08 on the multi-news dataset,
illustrating its robustness in multi-document contexts.

Phan et al. [3] THGS-GMM
(Multi-Docs)

Adjusts their single document model to address
multi-document contexts by segregating latent topics
from diverse documents. Attained an R-1 of 46.66 and an
R-L of 42.73 on multi-news, highlighting its precision in
thematic separation and integration.

Chen et al. [58] SgSum Rethinks MDS as a sub-graph selection issue, using
graphs to link sentences effectively. This model’s
innovative approach results in an R-1 of 47.36 and an
R-L of 43.31 on multi-news, demonstrating superior
information synthesis and summary coherence.

This table encapsulates a diverse range of SDS models, highlighting each model’s unique approach
and effectiveness in handling text summarization challenges. The incorporation of performance scores
(ROUGE-1) alongside model descriptions provides a clear comparative perspective, illustrating how
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each model stands in relation to benchmarks in the field and particularly against the proposed model.
This detailed comparative analysis ensures a comprehensive understanding of the current state of
extractive summarization technologies and sets a clear benchmark for the innovation introduced in
this study.

This table summarizes the distinct approaches and performance of various topic-aware models
in text summarization, comparing their methods and effectiveness as measured by ROUGE-1 scores
on the CNN/DM dataset. Each model establishes unique capabilities in handling the complexity of
topic integration and thematic accuracy, providing a solid framework for proposed model’s evaluation.
Through this comparative analysis, this research aims to position proposed model’s innovative
contributions within the context of these established methodologies, highlighting its advancements
and diverse features in handling topic-aware extractive summarization.

This table provides a comparative overview of models that bridge SDS and MDS tasks, featuring
innovations that enhance document-level understanding and thematic interconnections. These models
are evaluated based on their performance on the Multi-News dataset, with each showing distinct
advantages in handling the complexities associated with multi-document contexts. This analysis not
only benchmarks their effectiveness but also situates the proposed model amidst these advancements,
underscoring contributions to the evolution of summarization technology. This detailed comparison
aids in illustrating the innovative aspects of the proposed model, particularly in how it manages and
synthesizes information across multiple documents more effectively.

The analysis, synthesizing results from Tables 4–6, reveals the competitive edge and innovative
aspects of the proposed model across both SDS and MDS tasks. In the realm of SDS models as in
Table 2, the proposed model shows robust performance with an R-1 score of 44.46, closely approaching
the benchmark set by Oracle and surpassing other advanced models such as HETFORMER and
DIFFU-SUM. Notably, it exhibits a fine balance between content fidelity R-1 and sentence structure
preservation R-L with scores of 20.98 and 40.51, respectively.

In MDS shown in Table 3, the proposed model further distinguishes itself by achieving an R-1 of
47.02 and an R-L of 43.40, outperforming sophisticated models like Match-Sum and THGS-GMM,
highlighting its superior ability to synthesize information from multiple sources. This performance
is particularly impressive given the complexity of integrating thematic and contextual nuances across
different documents.

The comparisons drawn with both single and multi-document models, including HDSG, GRE-
TEL, and SgSum, underscore proposed model’s enhanced capabilities in both thematic depth and
structural coherence. The proposed model’s architecture leverages advanced neural network tech-
niques to dynamically adapt to the intricacies of the text, setting new standards in extractive summa-
rization. This places proposed research at the forefront, pioneering next-generation summarization
solutions that effectively address both the granularity of content and the coherence of summaries.

6 Conclusion, Limitations and Future Work

This study presents a novel integration of GATs with Transformer-based BERT and LDA, further
augmented by TF-IDF improvements. This approach significantly refines extractive summarization
by effectively capturing inter-sentence relationships and integrating thematic information to ensure
global context relevance. Empirical evaluations on the CNN/DM and Multi-News datasets validate
that the proposed model not only excels in single-document scenarios, achieving a ROUGE-1 score of
44.46, but also handles the complexities of multi-document datasets with high competence, reflected
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by a ROUGE-L score of 43.40. This showcases the proposed model’s capability to outperform other
advanced summarization models, including THGS-GMM and SG-SUM, in both settings.

However, the model’s current formulation does not broadly address resource limitations, which
could hamper its deployment in constrained environments. Moreover, the integration of richer seman-
tic units such as entire paragraphs and named entities remains unexplored, which could potentially
raise the summarization quality.

Future research will focus on optimizing the model for resource-limited settings and experiment-
ing with the incorporation of richer semantic structures. By expanding the depth of thematic analysis
and enhancing the contextual understanding, this research aims to push the boundaries of automated
summarization technology further.
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