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ABSTRACT

Fetal health care is vital in ensuring the health of pregnant women and the fetus. Regular check-ups need to be taken
by the mother to determine the status of the fetus’ growth and identify any potential problems. To know the status of
the fetus, doctors monitor blood reports, Ultrasounds, cardiotocography (CTG) data, etc. Still, in this research, we
have considered CTG data, which provides information on heart rate and uterine contractions during pregnancy.
Several researchers have proposed various methods for classifying the status of fetus growth. Manual processing
of CTG data is time-consuming and unreliable. So, automated tools should be used to classify fetal health. This
study proposes a novel neural network-based architecture, the Dynamic Multi-Layer Perceptron model, evaluated
from a single layer to several layers to classify fetal health. Various strategies were applied, including pre-processing
data using techniques like Balancing, Scaling, Normalization hyperparameter tuning, batch normalization, early
stopping, etc., to enhance the model’s performance. A comparative analysis of the proposed method is done
against the traditional machine learning models to showcase its accuracy (97%). An ablation study without any
pre-processing techniques is also illustrated. This study easily provides valuable interpretations for healthcare
professionals in the decision-making process.
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Nomenclature

Acronym Abbreviation
ML/DL Machine Learning/Deep Learning
RF Random Forest
XGB XGBoost
DT Decision Tree
LR Logistic Regression
KNN K-Nearest Neighborhood
DMLP Dynamic Multi-Layer Perceptron Model
CTG Cardiotocography Data

1 Introduction

Fetal health plays an important role in child’s future and healthy pregnancy. Fetal health is
monitored by doctors based on the mother’s health history, physical examinations, blood tests,
screening tests, and cardiotocography, which tracks heart rate and contractions to assess risks [1,2].
Regular check-ups need to be taken by the mother to know the status of the fetus’s growth and to
know any potential problems. The frequency of check-ups varies from person to person based on
individual health factors like high-risk pregnancies and the growth rate of the fetus. Healthy pregnancy
lays the foundation for the timely development of organs and reduces the risk of chronic diseases in
individuals [3,4].

AI is used in various sectors, one of which is health care. Machine learning and deep learning
algorithms can be used to analyze medical records like blood test reports, ultrasound data, CTG
data, etc., to detect complications in pregnant women early. AI is also useful for categorizing pregnant
women (fetal health) based on their risk factors and suggesting further plans [5–7]. To process CTG
data, is time-consuming and error-prone. So, AI helps analyze CTG data and provides a faster, more
detailed report than human interpretation. However, AI plays a vital role in empowering healthcare
professionals in the healthcare sector. Healthcare professionals with their expertise and AI-based
reports, CTG data deliver optimal care for pregnant women and fetuses.

Classification of fetal health is important to ensure accurate, effective prenatal care and early
detection of potential complications. Traditional methods may sometime prone to errors and incon-
sistencies so we need to use emerging tools such as machine and deep learning techniques. Manual
processing of CTG data is time-consuming and unreliable. The available tools are not enough for
fetal health classification. To enhance the diagnostic accuracy, we can use advanced neural network
architectures. So, to achieve better results, we propose a Dynamic Multi-Layer Perceptron model
(DMLP). We apply various pre-processing techniques, balance the dataset, scale the dataset, and
extract the most important features from the CTG data of the fetus. The processed dataset is supplied
as input from the traditional ML methods and the DMLP model.

Ensuring accurate and timely classification of fetal health is crucial for effective prenatal care,
enabling early detection and intervention for potential complications. Traditional assessment methods,
which often depend on subjective evaluation by healthcare professionals, can be prone to inconsis-
tencies and errors. Machine Learning (ML) classifiers have emerged as promising tools to enhance
diagnostic accuracy and objectivity in medical assessments. However, to push the boundaries of
classification performance, it is essential to explore advanced neural network architectures. This study
proposes the use of a Deep Multi-Layer Perceptron (DMLP) model for fetal health classification.
By harnessing the sophisticated learning capabilities of the DMLP, we aim to improve the precision
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and reliability of fetal health diagnostics. Furthermore, we conduct a comprehensive comparison
of the DMLP model against traditional ML classifiers to evaluate its effectiveness and identify its
advantages and limitations. This research aspires to contribute significantly to the field of prenatal
care by providing insights into the application of advanced neural networks, ultimately aiding in the
development of more accurate and dependable diagnostic tools.

A summary of the main points of this study is as follows:

• The study presents a DMLP neural network for fetal health prediction. The process begins with
a single neuron and continues through several levels, with the concealed layers and neurons
being adjusted dynamically. Early stopping, batch normalization, and dropout are some of the
optimization strategies that this strategy uses to improve performance deliberately.

• The study also examined classic ML methods that combined resampling, feature scaling, and
feature selection; these modifications greatly enhanced the model’s performance.

• In the domain of fetal health categorization, we conducted a thorough investigation comparing
the Dynamic MLP model with many classifiers, including Random Forest (RF), XGBoost
(XGB), Decision Tree (DT), K-Nearest Neighborhood, and Logistic Regression (LR). To aid
clinical specialists in their analysis and interpretation, we looked into the relevance of aspects
related to each model.

A brief outline of the following sections, presented in chronological order, is as follows: Section 2
describes the literature review, Section 3 describes the datasets and procedures that will be utilized,
and our recommended methodology. The results of the model’s execution are described in Section 4.
In the last section, we will review the main points of our analysis and discuss potential avenues for
further study.

2 Literature Review

Fetal health classification is important for the early detection of potential risk factors, which can
be analyzed during regular check-ups. During pregnancy, the doctors observe fetal movements, heart
rate, and growth using various approaches, such as blood tests and ultrasounds. When doctors identify
any potential risk factors in pregnant women, timely care should be taken to avoid any miscarriage.
AI-based image analysis suggests that healthcare professionals can easily make decisions. Researchers
have proposed various machine and deep learning models to determine the status of the fetus. Manual
processing of CTG data can sometimes be prone to errors and takes a lot of time. These models analyze
the CTG data and suggest the health care professionals in decision-making. Alam et al. [8] used ML
models to analyze CTG data for fetal health classification and achieved an accuracy of 97.51% using
a random forest algorithm. Rahmayanti et al. [9], Noor et al. [10] have used seven algorithms ANN,
LSTM, XGB, LGBM, RF, KNN, and SVM for fetal health classification using CTG data.

Akbulut et al. [11] have gathered data from 96 pregnant women through various questions and
evaluations by healthcare professionals. They predicted fetal anomalies using multiple classification
algorithms like DT, NN, and SVM. Abiyev et al. [12] proposed a Type2 Fuzzy Neural Network that
helps in the decision-making of the fetus state in fetal health classification. Kasim [13] proposed a
multi-class fetal classification using an ELM algorithm to analyze CTG data. Mandala [14] proposed
LGBM for fetal health classification and achieved an accuracy of 98.31%. Shruthi et al. [15],
Hoodbhoy et al. [16] focussed on regular check-ups of pregnant women; otherwise, risk factors cannot
be assessed for the baby’s fetal health. Imran Molla et al. [17], Islam et al. [18] used the CTG dataset
for fetal health assessment, particularly oxygen deficiency in fetuses, using a random forest algorithm,
and they achieved an accuracy of 94.8%.
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The current classification approaches for fetal health categorization encounter several substantial
obstacles that limit their precision. A major challenge is the quality and variety of the input data in fetal
health monitoring. This is because the data comes from several sources, such as ultrasound pictures,
heart rate monitors, and biochemical indicators, which may differ in terms of accuracy and reliability.
Furthermore, these models sometimes encounter difficulties when dealing with unbalanced datasets,
in which cases of certain foetal health issues are much less common than others. This may result in
predictions that are biased and lack the capacity to detect uncommon but crucial disorders accurately.
Moreover, current models may not sufficiently include the ever-changing and complex nature of fetal
health, in which several parameters that would associate with one other affect the final classification
decision. To tackle these issues, it is necessary to create classification models that are robust to deal
with imbalanced dataset, and can deal with the inconsistency during the classification.

The proposed DMLP model is proven to be efficient in dealing with complex and high dimensional
data though efficient feature engineering process. DMLPs have the ability to capture complex patterns
and dependencies in the data by applying multiple layers of non-linear transformations.

3 Methods and Materials

The manuscript will find all the required details regarding the dataset and the pre-processing
methods used to improve the prediction model’s accuracy. Fig. 1 shows the workflow of the proposed
approach for fetal health classification.

Figure 1: Workflow of the proposed fetal health classification model
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3.1 Data Repository Details

The fetal classification dataset [19] is a publicly available dataset obtained from Kaggle with 22
columns & 2126 records extracted from cardiotocography examinations. Features such as “uterine
contractions,” “light decelerations,” “prolonged decelerations,” “abnormal short-term variability,”
and many more are included in the dataset. The dataset contains 3 different classes—“normal,”
“suspect,” & “pathological”. The records reflect thorough assessments of various physiological
parameters obtained from the cardiotocogram examinations. During prenatal therapy, it is possible
to predict the fetal health state based on the assessment of these traits, which serve as the foundation
for classification. The dataset’s attributes are summarized in Fig. 2, including information about the
data type and possible values for each attribute.

Figure 2: Features in the fetal dataset and their corresponding datatypes

3.2 Data Insights

A complete understanding of the distribution and uncertainty of the dataset is achieved via the
study, which comprises predicting probability density and computing variances across several data
points. Looking at the probability density and variances may give you a better idea of the underlying
probabilistic features and how they change across different data types. In Fig. 3, a grid of Kernel
Density Estimation (KDE) plots for each feature in the dataset depicts the expected probability density
and variances across several ‘fetal_health’ classes (Blue-normal, orange-suspect, green-pathological).
The differences in feature distributions among health classes in the color-coded charts. The exploratory
data analysis (EDA) tool indispensable for this project is these KDE charts, which help with feature
distribution insights, data pre-processing, feature selection, and model interpretation.

3.3 Data Pre-Processing

Improving data quality, and reducing noise to improve the efficacy of the classification models
are all responsibilities of data pre-processing. Important tasks in this phase include feature selection,
cleaning, missing values management, scaling, categorical variable encoding & handling data anoma-
lies [20]. The efficacy of data pre-processing determines the success or failure of training & evaluating
models.
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Using the seaborn package and matplotlib, Fig. 4 generates a heatmap to display the dataset’s
correlation matrix. By looking at the size and direction of the correlations among the divergent
variables in the dataset, this visualization is a great tool for understanding their relationships.

Figure 3: Graph depicting attributes in the fetal health classification dataset
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Figure 4: Heatmap of all attributes in the fetal dataset

3.3.1 Handling Outliers

In data analysis, dealing with outliers as shown in Fig. 5 is essential for ensuring reliable statistical
models. Effective handling of outliers is achieved by using techniques including trimming, capping,
transformation, and imputation, which strengthen statistical studies and improve the quality of
models. We can use the following equations for capping data points (p) below the lower cap/upper cap:

p∗ = LC (replace p with LC), p∗ = UC (replace p with UC).

Figure 5: An illustration of the outliers in the dataset

3.3.2 Addressing Class Imbalance

Fig. 6 is a bar graph showing the distribution of various classes before/after SMOTE (Synthetic
Minority Oversampling Technique) was applied in the fetal classification dataset. The x-axis represents
the class label, which is fetal health. There are three classes: normal (represented by the number 1),
suspect (represented by the number 2), and pathological (represented by the number 3). The y-axis
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represents the number of data points in each class. From Fig. 6 we can observe the distribution of
classes is imbalanced. There are significantly more data points in the class labeled “normal” (176)
than in the classes labeled “suspect” (295) and “pathological” (0). This imbalance can be a problem for
machine learning algorithms, as they may favor the majority class and perform poorly on the minority
classes. SMOTE [21] is an oversampling technique that can be used to address class imbalance. SMOTE
works by creating synthetic data points for the minority class. These synthetic data points are created
by interpolating between existing data points in the minority class. After SMOTE is applied, the
distribution of classes would be more balanced. This can help to improve the performance of machine
learning and deep learning algorithms on imbalanced datasets.

Figure 6: Dataset comparison pre and post SMOTE

3.3.3 Feature Selection

One of the most important parts of machine learning is feature selection [22], which involves
finding the right features to use for making predictions. Statistical tests such as the chi-square test,
ANOVA, F-test, or mutual information score were applied. These tests determine how well each
attribute correlates with the dependent variable. We choose the top F features for our study based
on their determined importance rankings. However, the value of F =10 in the current evaluation, but
during the evaluation process based on the assigned weights, the most significant 9 features in the
decision process are prolonged decelerations, abnormal short-term variability, percentage of time with
abnormal long-term variability, histogram mean, histogram mode, accelerations histogram median,
accelerations, histogram variance, baseline value, mean value of short-term variability. The training
process uses the subset of characteristics shown in Fig. 7 to maximize the model’s performance of the
most important variables. This procedure helps to make models more efficient, simpler to compute,
and easier to understand. The Chi-Square Test (X 2) is given in Eq. (1).(

X 2
) =

∑(
Oj − Ej

)2 | (Ej

)
(1)

where, Oj: Observed frequency for category j; Ej: Expected frequency for category j.

To determine if ANOVA compares their means there is a statistically significant difference between
more than two groups, ANOVA compared in Eq. (2).

F = (MSB/MSW) (2)
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F represents F-statistic, Mean Squares Between (MSB), and Mean Squares Within (MSW).

The mutual dependence between two variables is illustrated in Eq. (3).

MI (A : B) = G (B) − G (B/A) (3)

G(B) is the entropy of variable B, and G(B/A) is the conditional entropy of B given A.

Figure 7: The graphs represent the feature importance in decreasing order of their significance

3.3.4 Feature-Scaling

Because machine learning models use feature values as numerical inputs without comprehending
their inherent importance, data scaling is an essential procedure in this field. Scaling is essential for
making data interpretable and treating features fairly. Scaling data can be done in two main ways:

• Normalization: Features that do not have a normal (Gaussian) distribution can be handled using
this method. The features are normalized when their values are adjusted to fall within a certain
range and is expressed in Eq. (4).

f ′ = f − f min

f max − f min

(4)

• Standardization: Features with a normal distribution but values that vary greatly from one
another are used for standardization. It normalizes the characteristics such that they all have a
mean of zero and a standard deviation of one and is illustrated in Eq. (5).

f ′ = x − μ

σ
(5)
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Demonstration of dataset attributes post-application of SMOTE, and scaling techniques is
illustrated in Fig. 8. The feature distribution determines whether the specified dataset should be
normalized or standardized. For example, normalization is used when a feature’s distribution is
abnormal. Standardization becomes necessary when characteristics have values that vary widely but
otherwise follow a normal distribution. Notably, tree-based techniques, such as XGB and RF, may
not necessitate scaling because they are less affected by feature size. Normalization is useful for some
algorithms, such as LR and DMLP. The dataset is normalized using the min-max scaling strategy to
increase the performance of logistic regression and DMLP algorithms.

Figure 8: (Continued)
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Figure 8: Demonstration of dataset attributes post-application of SMOTE and scaling techniques

4 Proposed Model

The current section of the manuscript presents the Dynamic Multi-Layer Perceptron with the
other conventional classification techniques in classifying fetal health from the Cardiotocography
Data. The conventional classification techniques include the RF, XGB, LR, KNN, and DT. All these
methods are discussed alongside the proposed model.

4.1 Random Forest

By building a network of decision trees, the ensemble learning algorithm, Random Forest is useful
for fetal health classification. A voting method is used during prediction to aggregate individual tree
outputs and improve overall model performance after these decision trees are trained on random
subsets of the data. Bootstrapping and feature selection are made more random by the algorithm
at each split, which helps to improve generalization and decrease overfitting. RF evaluates feature
relevance based on the decrease in impurity achieved by each feature across all trees, whereas the Gini
impurity measure directs the development of decision trees. It can detect important features for reliable
predictions using this approach. Complex fetal health classification tasks are well-suited to Random
Forest due to its ensemble nature and feature interpretability. First, we can write the Gini impurity for
an FHD in Eq. (6).

Gini (FHD) = 1 −
c∑

i=1

p2
i (6)

The notation c in the above equation designates the number of classes, and the notation p
designates the probability of class in the FHD dataset.

4.2 XGBoost

The ensemble learning algorithm XGBoost is essential for fetal health prediction because it
combines regularization with gradient boosting. A loss term assessing prediction accuracy and a
regularization term prohibiting overfitting make up the objective function that XGB minimizes
through the sequential construction of decision trees. Computing gradients & Hessians, which stand
for derivatives of the loss function, is an integral part of the optimization process. We distribute weights
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to trees according to their contributions, and the structure of each tree is decided by minimizing the
objective function. Regularization terms control model complexity. XGB is resilient against overfitting
& suitable for varied datasets; it is particularly effective for fetal health classification due to its adapt-
ability to complex interactions, automatic management of missing values, and feature importance
score. In multiclass classification, the objective function for XGB comprises a regularization term
and the aggregate of the individual loss functions for each class [23]. Class probabilities are typically
calculated using the softmax algorithm. Expressing the global objective function using Eq. (7) is
possible.

O (XGB) =
n∑

i=1

L
(
Yi, Ŷi

)
+

K∑
k=1

Ω
(∫

�

k

)
(7)

where, n is the total instances. K is the total classes. L
(
Yi, Ŷi

)
is the individual loss function measuring

the difference among the true class Yi and the predicted probability Ŷi for instance i. In multiclass
classification, the cross-entropy loss is commonly used. Ω (fk) is the regularization term for the kth tree
in the ensemble.

The predicted probability for class k is calculated using the softmax function Eq. (8).

P(Y = K) = eηk∑K
j=1 eηk

(8)

In the above equation, the notation ηk is the output of the kth tree.

4.3 Logistic Regression

A binary classification algorithm, logistic regression can be enhanced to manage jobs involving
multiple classes. Regarding fetal health classification, LR models the likelihood that an instance
belongs to a specific class. It is usual practice to convert the linear combination of input features into
probabilities using the logistic function, often known as the sigmoid function. The softmax function
allows logistic regression to be extended for multiclass classification. After calculating the probability
of each class, the one with the highest probability is used to make a prediction. Solving this Eq. (9)
gives the class k of the softmax function.

P(Y = k) = eβ0k+β1kX1+β2kX2+...+βnkXn∑K

j=1 eβ0j+β1jX1+β2jX2+βnjXn
(9)

where,

• K is the number of classes.
• β0k, β1k, . . . , βnk are the coefficients associated with class k out of the K possible classes.

Training the LR model entails adjusting the coefficients while maximizing the likelihood of the
observed data. The model uses the computed probabilities to forecast the class, and these coefficients
define the decision boundary.

4.4 K-Nearest Neighbors

One flexible and non-parametric approach useful in fetal health classification is K-Nearest
Neighbours. When applied to fetal health, KNN works on the premise that instances with comparable
features should have comparable class labels. To determine a data point’s classification, the algorithm
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looks at the labels of its K-Nearest Neighbors, where k is a number that the user specifies [24]. Data
points are usually classified using majority voting, which assigns them to the class that appears most
often among the K-Nearest Neighbors. The prediction for a new data point can be mathematically
represented in Eq. (10).

Ŷ = argmax

(
m∑

n=1

I (Yn = k)

)
(10)

Here, Ŷ is the predicted class label, Yn represents the class label of the nth nearest neighbor, and I
is the indicator function. The technique considers the distances among the new data point and every
other data point across the training set, chooses the K-Nearest Neighbors, and subsequently majority
vote to assign the class label. When the decision boundaries are complex or non-linear, KNN is a good
fit for fetal health prediction since it is both simple and effective. It may, however, be performance-
dependent on the distance metric and k values. Thus, fine-tuning is likely to be necessary.

4.5 Decision Tree

Using decision trees, which are robust and easily interpretable models, allows for the classification
of fetal health in circumstances involving many classes. Using feature values as a basis, recursively
partitioning the feature space into pieces. Each partition in a decision tree represents a node, and
the last partitions, known as leaf nodes, serve as labels for the classes [25]. As part of the decision-
making process, the feature space is partitioned at each node based on a given feature and a splitting
criterion, such as Gini impurity or entropy. Maximizing the homogeneity of class labels inside each
partition is the goal of the splitting criterion, which aims to produce as pure of divisions as feasible.
With each branch in the decision tree, minimizing the impurity measure identified by the notation IG
is the mathematical objective over a node m with n classes are measured as shown in Eq. (11).

IG(m) = 1 −
n∑

i=1

p
(

i
m

)2

(11)

where, p
(

i
m

)
is the proportion of samples in node m belonging to class i. The decision tree keeps

recursively splitting the feature space until it reaches a stopping condition, like a maximum depth,
minimum samples per leaf, or when there is no more improvement in impurity reduction. For fetal
health classification, decision trees excel due to their interpretability and ability to manage non-linear
decision boundaries. Clinicians can better understand the decision-making process in this way. On the
other hand, overfitting is more common in deep learning. So, to prevent them, we might need to use
regularization techniques.

4.6 Dynamic Multi-Layer Perceptron Network

Predicting the fetal health status from various input features is the domain’s specialty, and the
Dynamic Multi-Layer Perceptron is the customizable neural network design used for this study.
Layers that reflect relevant features obtained from diagnostic tests, layers that analyze inputs using
weighted connections and activation functions, and final layers that generate predictions on fetal
health issues are all part of a Multi-Layer Perceptron (MLP). The DMLP design’s adaptability allows
for customizing the total hidden layers and neurons according to the classification task’s complexity.
Upgrading the MLP model from a one-neuron to seven neurons in a multi-feedforward layered model
is the logical next step for fetal health classification. With three neurons per class to seven hidden layers,
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we intend to train and assess networks with diverse topologies. In the bottom hidden layer, there are 24
neurons; subsequent layers increase this amount. To avoid overfitting, use the Early Stopping call-back
and choose your model and parameters based on their performance on the validation set for accuracy.
The use of dropout and batch normalization significantly enhances generalizability. Also, an F1-score
can be used to monitor how well the model is doing [26]. This comprehensive strategy is implemented
to improve deep learning models for accurate fetal health categorization. This comprehensive strategy
is being implemented to decrease concerns about overfitting. The calculation determines the weighted
total for each class k in the output layer in Eq. (12).

zc =
∑N

n=1
wkn . afn + bc (12)

where,

• zc is the weighted sum for class c.
• wkn is the weight connecting nth neuron in the previous layer to the kth neuron in the output layer.
• afn is the activation function of nth neuron in the previous layer.
• bc is the bias term for class c.

The softmax activation function is applied to the logits to obtain class probabilities, as illustrated
in Eq. (13).

P(Y = k) = ezk∑C

i=1 ezi
(13)

where, P(Y = k) is the probability of class k, and C is the total classes.

It is possible to represent the objective function of a MLP network, frequently utilized for
supervised learning tasks, as the reduction of a cost or loss function [27]. In the case of regression
tasks, the objective function O(θ) is typically expressed as the mean squared error (MSE), while in the
case of classification tasks, it is expressed as the cross-entropy in Eq. (14).

O(θ) = −1
n

n∑
i=1

K∑
k=1

z(i)
k log

(
hθ

(
p(i)

)
k
)

(14)

where, O(θ) is objective function. θ represents the parameters, i.e., weights and biases hθ

(
p(i)

)
is the

predicted output at input p(i) and z(i)
k is the actual output at input p(i), n is the number of training

samples in a dataset, and K is the number of classes in fetal classification.

The weights and biases are updated using the gradient descent update rule. The gradient for the
weights ∂wkj is given in Eq. (15).
∂J
∂wkj

= −1
c

∑c

a=1

(
x(a)

b .
(
y(k)

a − P(Y (a) = K)
))

(15)

where, x(a)

b is the bth feature of the ath training sample.

The complexity of the problem and the data determine the optimal number of hidden layers and
neurons to increase the performance of DMLP. The following are a few possible benefits:

• Increasing the amount of hidden layers and neurons improves the model’s capacity to interpret
complex patterns and correlations in the data. This might improve performance, especially for
fetal datasets with complicated structures or non-linear relationships.

• The network’s ability to extract complicated features from input data is enhanced when more
neurons are in each hidden layer.
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• Hidden layers can be added to the neural network for deep learning designs.
• There is a direct correlation between the amount of model parameters and the likelihood of

overfitting the training data. We delve into deeper architectures utilizing suitable regularization
techniques, like dropout or weight decay.

5 Results and Discussion

In this section, we will examine and compare different classifiers that are used to classify fetal
health. A comprehensive evaluation of these models utilized important measures like F1-score, recall,
precision, and accuracy. We also looked at how scaling and other pre-processing methods affected the
efficiency of these classifiers. At the same time, we explored the complexities of deep learning with the
Dynamic Multi-Layer Perceptron Network, going from one hidden layer to seven.

5.1 Hyperparameters Used for Training Each Model

Machine learning model performance is greatly influenced by hyperparameters, which is why
they are so important. The training procedure and the final model are affected by these external
configurations, which are not learned from data. Reaching peak model performance, warding off
problems like overfitting and underfitting, and improving generalization to novel, unknown data
depend on correct hyperparameter tuning. Examples of common hyperparameters are parameters
about the model’s architecture, regularization, and learning rate. Machine learning weakening entails
experimenting with different values to discover the optimal ones. The model parameters used in the
current study are shown in Table 1.

Table 1: Details of Hyperparameters that are used in classifiers

Model Parameter Value

LR CV StratifiedKFold (n_splits = 10, random_state = 42,
shuffle = True)

Estimator LogisticRegression (max_iter = 1000, random_state = 42)
n_jobs −1
Param_grid Three hyperparameters for ‘C’, ‘penalty’, and ‘solver’
Scoring ‘F1_micro’
Verbose 1

DT Criterion Entropy
Max_depth 9
Min_samples_leaf 1
Min_samples_split 3
Random_state 42

RF Criterion Entropy
Max_depth 9
Max features Sqrt
Max leaf nodes 9
N estimators 1000

XGB Learning rate 0.1
Number of estimators 100

(Continued)
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Table 1 (continued)

Model Parameter Value

Max depth 3
Min child weight 1
Subsample 0.8
Colsample by tree 0.8

KNN Number of neighbors 5
Weights ‘Uniform’
Algorithm ‘Auto’
Leaf size 30
p (Power parameter) 2

DMLP Dropout ratio 0.1
Batch size 32
Learning rate 0.01

5.2 Performances of Various Classification Techniques

Various evaluation indicators were plotted across different models and setups to provide a
comprehensive perspective of model performance. As a result, the study evaluated each method
for fetal health classification and drew comparisons between them. In addition, we analyzed the
significance of traits to learn how they contributed to classification. By providing a comprehensive
assessment of the performance and interpretability of both conventional classifications, the current
study seeks to shed light on their efficacy for fetal health classification. A confusion matrix is a
way to summarize a machine learning model’s performance in fetal health categorization. It does
this by comparing the model’s predictions with the actual outcomes. The confusion matrix appears
when evaluating the results of classifications across many classes, which often happens in fetal health
categorization.

Usually, there are four entries in the confusion matrix:

• First, there are cases where the model accurately predicts a positive class, such as the presence
of a specific fetal health issue, these cases are called True Positives.

• In cases where the model accurately predicts a negative class—for example, the absence of a
specific fetal health condition is assumed as True Negative.

• The third mistake is when the model inaccurately predicts a positive class when none exists and
is assumed as a False Positive.

• When the model makes an inaccurate prediction of a negative class when one exists, it is assumed
as False Negative.

Fig. 9 shows how the confusion matrix may be used to obtain several metrics for evaluating the
model’s performance, including recall, accuracy, precision, and F1-score. These indicators provide
insights into the model’s accuracy in identifying fetal health issues and areas for improvement.
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Figure 9: Confusion matrices generated by our classifiers. (a) XGBoost (b) random forest (c) KNN (d)
decision tree (e) logistic regression
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5.3 Feature Importance

In fetal health categorization, feature importance describes how each feature or variable in a
dataset affects the model’s prediction ability. It helps to determine which features are crucial for the
model to accurately classify cases of fetal health [28]. Understanding which traits are most crucial
for model interpretation is essential, as it exposes which factors play a pivotal role in determining the
outcome. Analyzing how much weight the model gave to each input feature is what feature importance
analysis is all about in the context of fetal health categorization. During training, popular algorithms
like DT, RF, and XGB make it easy to determine which features are most important, are illustrated
in Figs. 10 and 11. Bar graphs that show feature dependency highlight which features most influence
a model’s predictions by displaying their importance scores. These graphs help identify key features,
simplify the model, and improve performance by focusing on the most impactful data [29].

A feature’s impact on the accuracy of predictions is proportional to its significance score. When
making decisions, the model gives more weight to features considered more important and less weight
to features considered less important. Academics and practitioners can better understand the most
important elements impacting fetal health outcomes through feature-importance visualizations or
analyses. Improving the categorization model’s interpretability, directing more studies, and prioritizing
characteristics for data gathering or enhancement can all be achieved with this information.

5.4 Assessment of the Performance of Various ML Classifiers Concerning SMOTE and Scaling

In the current study we have used the LOOCV based cross validation alongside the K-Fold val-
idating the proposed model. A comparative analysis is also promised, encompassing three scenarios:
the algorithm without any pre-processing, the algorithm with scaling, and the algorithm with the data
balancing technique SMOTE. The final scenario involves applying both data balancing and scaling
simultaneously. This comprehensive comparison of accuracy in Table 2 aims to provide insights into
the impact of different pre-processing techniques on the algorithm’s performance, shedding light on the
effectiveness of balancing and scaling individually and in combination. Analysis of various classifiers
for fetal health classification is illustrated in Table 3 and Fig. 12.

5.5 Analysis of DMLP Model

Training and validation set performance metrics are the primary emphasis of the DMLP model,
which aims to analyze the connection between the model’s capacity as indicated by its layers and
neurons. The dataset has been partitioned into 80-20 for training and testing. The validation set used
for fine-tuning the model is the integral part of the training sample, allotted 10% of the training size.
According to graphical representations, a more noticeable disparity between training and validation
measures is associated with enhanced model capacity, which may indicate overperformance. With an
astounding F1-score of 91.33% on the validation set and 89.95% on the testing set, the model with five
hidden layers and 51,000 parameters beats others.

Nevertheless, a more robust hyperparameter search is needed because worries regarding the
significance of the results arise due to the lack of statistical tests and cross-validation. Future studies
should utilize comprehensive cross-validation procedures and statistical testing to reliably choose
models, as larger models show lower metrics, which could indicate overfitting or randomness. Neural
network analysis with emphasis on layers and neurons is illustrated in Table 4, and training accuracy,
validation accuracy, training loss, and validation losses are illustrated in Fig. 13.
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Figure 10: (Continued)
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Figure 10: Importance of features as determined by our classifiers. (a) Random forest (b) XGBoost (c)
decision tree (d) logistic regression (e) KNN
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Figure 11: (Continued)
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Figure 11: Importance of features as determined by our classifiers concerning different classes. (a)
Random forest (b) XGBoost (c) decision tree (d) logistic regression (e) KNN

Table 2: Performance of various machine learning classifiers concerning SMOTE and scaling on
training data

Classifier Accuracy
K-Fold = 10 STK-Fold = 10 CV = 10

LR 0.8753 0.8800 0.8829
LR scaled 0.895 0.8947 0.8959
LR smote 0.8255 0.8258 0.8232
LR smote+scaled 0.8938 0.8959 0.8941
RFC 0.94 0.9435 0.9347
RFC scaled 0.9376 0.9441 0.9347

(Continued)
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Table 2 (continued)

Classifier Accuracy
K-Fold = 10 STK-Fold = 10 CV = 10

RFC smote 0.9796 0.9786 0.9793
RFC smote+scaled 0.9798 0.9791 0.9793
DT 0.9112 0.9118 0.9118
DT scaled 0.9112 0.9135 0.9135
DT smote 0.9581 0.9592 0.9592
DT smote+scaled 0.9579 0.9597 0.9597
XGB 0.9476 0.9506 0.9424
XGB scaled 0.9476 0.9506 0.9424
XGB smote 0.9821 0.9806 0.9814
XGB smote+scaled 0.9821 0.9806 0.9814

Table 3: Analysis of various classifiers for fetal health classification on test data

Classifier Accuracy Precision Recall F1-score Validation

LR 0.84 0.883 0.84 0.854 STK-Fold
DT 0.932 0.94 0.932 0.934 CV = 10
RF 0.869 0.903 0.869 0.878 K-Fold
KNN 0.904 0.918 0.904 0.908 –
XGB 0.962 0.963 0.962 0.963 K-Fold

Figure 12: (Continued)
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Figure 12: Comparative analysis among different classifiers

Table 4: Neural network analysis with emphasis on layers and neurons

Number of hidden layers Dataset Accuracy Recall Precision F1-score

Hidden layers: 0 Train 0.897255 0.775105 0.810843 0.791288
Val 0.910588 0.812367 0.851881 0.830056
Test 0.877934 0.759616 0.790722 0.774363

Hidden layers: 1 Train 0.902745 0.797689 0.839475 0.815868
Val 0.917647 0.823905 0.857171 0.837455
Test 0.887324 0.772924 0.821229 0.794625

Hidden layers: 2 Train 0.949804 0.896137 0.918845 0.905934
Val 0.936471 0.873745 0.888437 0.880945
Test 0.915493 0.826012 0.888366 0.852180

Hidden layers: 3 Train 0.964706 0.955364 0.934053 0.943413
Val 0.941176 0.893561 0.890115 0.891819
Test 0.913146 0.864504 0.866390 0.862515

Hidden layers: 4 Train 0.974118 0.966846 0.953394 0.959190
Val 0.948235 0.909742 0.909742 0.909742
Test 0.920188 0.863642 0.877638 0.867586

Hidden layers: 5 Train 0.988235 0.979083 0.978831 0.978678
Val 0.952941 0.921041 0.906015 0.913383
Test 0.941315 0.895135 0.907351 0.899480

Hidden layers: 6 Train 0.989020 0.986870 0.975567 0.980676
Val 0.948235 0.910511 0.916292 0.912959
Test 0.929577 0.869201 0.871750 0.866832

(Continued)
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Table 4 (continued)

Number of hidden layers Dataset Accuracy Recall Precision F1-score

Hidden layers: 7 Train 0.976471 0.963213 0.956494 0.959631
Val 0.945882 0.887827 0.892734 0.889859
Test 0.934272 0.874312 0.895760 0.882646

Figure 13: (Continued)
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Figure 13: (Continued)
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Figure 13: Neural network analysis with emphasis on layers and neurons

As the number of hidden layers grows, there is a general trend towards improved accuracy, recall,
precision, and F1-score across training, validation, and test sets. With 6 hidden layers, the model
performs at its peak, with a training accuracy of 98.90%, a validation accuracy of 94.82%, and a
test accuracy of 92.96%. The performance indicators appear to reach a plateau or decline at 7 hidden
layers, suggesting that overfitting is possible as the model complexity increases.

5.6 Ablation Study

It can be observed that DMLP model had attained 97% accuracy when utilizing pre-processing
techniques, whereas without pre-processing, the model attained 96% accuracy. Removing the resam-
pling, feature scaling, and feature selection phases allowed us to better grasp the significance of
data preparation in our Dynamic Multi-Layer Perceptron (DMLP) model. After removing this pre-
processing, we tested the model (Table 5) on the fetal health classification task. As a result, we can
gauge how much these methods improve the model’s predictive power and, maybe, learn which features
were most crucial.

Table 5: Analysis of various classifiers for fetal health classification

Classifier Accuracy Precision Recall F1-score

LR 0.82 0.87 0.83 0.84
DT 0.91 0.93 0.92 0.91
RF 0.84 0.90 0.84 0.85
KNN 0.89 0.90 0.89 0.88
XGB 0.93 0.94 0.94 0.94
DMLP 0.96 0.95 0.93 0.943

The practical implications associated with the current study outline the proposed model’s lim-
itations. We used a CTG dataset from medical centre and a specific population. The demographic,
genetic, and environmental differences between populations restrict the generalizability of our find-
ings. The dataset size with limited processing records is one of the potential limitations. The feature
scaling that is performed in the current study yields better accuracy, but at the same time, smoothing
values would miss out on some of the significant data for analysis. The other limitation in the
evaluation process is that the k-value in multi-fold validation is confined to 10, where the model yields
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a better accuracy compared to k=5, but needs considerable computation efforts to yield the accuracy.
The tradeoff between accuracy and computational efforts may be further analyzed to improve the
comprehensibility of the model. The hyperparameters are considered fixed and can be fine-tuned by
further evaluating the model in different settings. The feature weights and dependencies can be further
evaluated using explainable models. The ablation study can be performed by discarding some of the
less significant features from the dataset for better analysis of the robustness of the model.

6 Conclusion

We present a revolutionary Dynamic Multi-Layer Perceptron neural network for fetal health
categorization, which has grown from a simple one-neurons to a complex multi-layer design. The
performance of the DMLP model is deliberately improved by including optimization approaches
such as early stopping, batch normalization, and dropout. A comprehensive approach is successful, as
shown by the synergistic study of classic machine learning approaches with the Dynamic MLP model.
The predictive framework is much more effective and dependable now that resampling, feature scaling,
and feature selection are part of it and an ablation study without these techniques is also presented.
After comparing it to different ML classifiers, we found that the Dynamic MLP model is resilient
with an accuracy of 97%. Clinical specialists can learn a lot by comparing models such as LR, XGB,
DT, KNN, and RF to ensure the model can be used in real-world healthcare decision-making. These
models facilitate data analysis and interpretation. We by offering a comprehensive and efficient way
to improve accuracy and interpretability, our research contributes to expanding information on fetal
health classification approaches.

Future research could enhance the DMLP model to allow for longitudinal analysis, which would
allow for continuous monitoring of fetal health during pregnancy. Improving model transparency
and fostering trust among clinic professionals can be achieved by delving more into Explainable AI
techniques such as LIME and SHAP.
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