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ABSTRACT

Sharing data while protecting privacy in the industrial Internet is a significant challenge. Traditional machine
learning methods require a combination of all data for training; however, this approach can be limited by data
availability and privacy concerns. Federated learning (FL) has gained considerable attention because it allows for
decentralized training on multiple local datasets. However, the training data collected by data providers are often
non-independent and identically distributed (non-IID), resulting in poor FL performance. This paper proposes a
privacy-preserving approach for sharing non-IID data in the industrial Internet using an FL approach based on
blockchain technology. To overcome the problem of non-IID data leading to poor training accuracy, we propose
dynamically updating the local model based on the divergence of the global and local models. This approach
can significantly improve the accuracy of FL training when there is relatively large dispersion. In addition, we
design a dynamic gradient clipping algorithm to alleviate the influence of noise on the model accuracy to reduce
potential privacy leakage caused by sharing model parameters. Finally, we evaluate the performance of the proposed
scheme using commonly used open-source image datasets. The simulation results demonstrate that our method
can significantly enhance the accuracy while protecting privacy and maintaining efficiency, thereby providing a
new solution to data-sharing and privacy-protection challenges in the industrial Internet.
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1 Introduction

With the rapid development of Internet of Things technology [1], an increasing number of
industrial equipment and sensors can collect and generate data. Data are crucial components of
industrial Internet production processes. They record the real-time operational load of end devices
and can directly serve the enterprise after analysis and processing. Large-scale data provide essential
support for automation, intelligence, and digitization. Because data are a resource that is not limited
to a single entity, they have a synergistic impact. This implies that the combined value of multiple data
points generally exceeds the sum of their individual values. Therefore, data-sharing and convergence
applications benefit the normal business flow and maximization of data value, providing significant
resource utilization. Data sharing is also an inevitable trend in big-data development [2]. For example,
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in the face of widely deployed industrial Internet systems, if the efficient integration of multiple sources
of sensory data (such as environmental monitoring, video monitoring, and equipment operation data)
from multiple enterprises can be realized, it will make a significant contribution to the production,
logistics, and logistical support of enterprises. In addition, enterprises can sell data to other enterprises,
allowing the data to flow like blood. Data will be conducive to optimizing the industry structure for
all types of enterprises, leading to a sharing economy, thereby creating a new business model and
effectively promoting economic development.

Although the industrial Internet is developing rapidly, it faces many challenges [3]. Owing to the
lack of a secure and effective data-sharing mechanism, the large volume of data generated by current
industrial Internet devices is frequently enjoyed only by data holders, which results in data silos that
make full use of the data difficult [4]. According to McKinsey, most industrial Internet companies
cannot fully use their data and are reluctant to share them [5]. The current situation of “data silos”
has become a bottleneck that restricts the development of big data and makes it challenging to apply
data-driven machine learning and deep learning technologies effectively.

During data sharing, problems such as illegal data trading, data leakage, data misuse, and data
abuse can lead to user privacy leakage [6]. As people become increasingly aware of information security
and privacy protection, data owners are often more reluctant to share their data with third parties
directly. Therefore, the effective sharing and utilization of dispersed data while protecting privacy
has become an important issue. The traditional centralized approach to data sharing exhibits many
problems, such as single points of failure, low data security, and data control in the hands of centralized
organizations. In response to these problems, a new distributed machine learning approach known
as federated learning (FL) has recently emerged. By distributing the model training process locally
among the participants, FL avoids the direct sharing of raw data and protects user privacy. FL is
scalable and flexible, which allows it to adapt to different data-sharing scenarios. However, in practice,
FL faces several challenges. First, because data from different devices or organizations are usually
non-independent and identically distributed (non-IID), reasonably performing aggregation and model
updates is a problem that needs to be addressed. Second, there may be trust issues between participants
in the FL process, such as false uploads and tampering with data, which may affect the security of the
entire system.

FL approaches based on blockchain technology have recently been developed to address these
issues. Blockchain has been widely used as a decentralized trust mechanism in various fields. It ensures
secure and transparent transactions through distributed ledger technology and allows participants
to conduct secure, trustworthy transactions. Combining blockchain technology with FL can create
a decentralized and trusted FL framework that enables cross-device and cross-organizational data
collaboration and model updates without compromising data privacy. Simultancously, blockchain
technology can guarantee data owners control over their data and restrict data access by other
participants to enhance data privacy protection. In this study, we propose a secure sharing mechanism
for non-IID data based on FL to protect data privacy. The contributions of this study are as follows.

(1) We apply blockchain technology to FL, enabling decentralized model training and parameter
sharing. To reduce the influence of non-IID data, we propose a new strategy for dynamically
determining how to update the local model based on the divergence between the global and local
models.

(2) We propose a stochastic gradient descent (SGD) algorithm with differential privacy incor-
porating dynamic gradient clipping. This algorithm safeguards the privacy of the parameters by
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dynamically adjusting the clipping threshold based on the training progress, which effectively reduces
the adverse effects of noise on the model accuracy.

(3) We conducted thorough experiments on the CIFAR-10, MNIST, FASHION-MNIST, and
SHAKESPEARE datasets to evaluate the effectiveness of our methods. The experimental results
suggest that our proposed strategy significantly improves FL accuracy for non-IID data.

The remainder of this paper is organized as follows. In Section 2, we discuss relevant studies on
FL, differential privacy, and non-IID data training. Section 3 describes our proposed system model.
Section 4 provides a comprehensive and detailed description of the dynamic local model update
and dynamic gradient clipping. The experimental evaluation results and analysis are presented in
Sections 5, and 6 concludes the paper.

2 Related Works
2.1 FL

FL is an emerging distributed machine learning paradigm that has received significant attention
from academia and industry owing to its use of distributed model inference instead of traditional
source data sharing, which can reduce the risk of data privacy breaches. McMahan et al. [7] conducted
pioneering research on FL based on distributed training. This approach involves decentralized local
training and parameter aggregation, enabling several participants to work together to train a machine
learning model without disclosing any data. Okegbile et al. [8] proposed a new validation process based
on the quality of trained models during the federated multi-task learning process to guarantee accurate
and authorized model evolution in the virtual environment. The proposed framework accelerates the
learning process without sacrificing accuracy, privacy and communication costs. This approach can
enhance security, privacy and accuracy while reducing the overall connectivity cost. Research [9] inves-
tigated a collaborative data-sharing scheme in which multiple data providers and users collaborate to
carry out data-sharing tasks through the utilization of blockchain and cloud-edge computing schemes.
The spatial distribution of data providers and data users to follow the independent homogeneous
Poisson point process, while the transactions generation rate at each node was also modeled using
an independent Bernoulli process. This approach can be useful in investigating the performance of
any blockchain-enabled data-sharing system. Shayan et al. [10] proposed a fully decentralized peer
to peer (P2P) approach to multi-party ML, which uses blockchain and cryptographic primitives to
coordinate a privacy-preserving ML process between peering clients. Biscotti is scalable, fault tolerant,
and defends against known attacks. Liu et al. [11] presented a novel approach for enhancing privacy
in distributed parallel SGD algorithms. Their proposed scheme incorporates differential privacy
techniques to ensure the protection of sensitive data. In addition, they introduced an innovative
method for dynamically selecting participants, which significantly improves both the efficiency and
accuracy of the algorithm. Elayan et al. [12] proposed an FL multi-task learning framework based on
deep learning networks to implement a distributed healthcare system, which offers the features of user
privacy and automatic training data collection. Zhang et al. [13] presented a secure architecture based
on FL to guarantee the security and viability of grid data sharing. Qu et al. [14] proposed a blockchain-
based FL scheme with a proof-of-work consensus mechanism that allows all parties to jointly maintain
and coordinate the aggregation process of the global model. Chai et al. [15] proposed a hierarchical
blockchain architecture to record FL models to reduce storage consumption, and a hierarchical FL
algorithm on top of the hierarchical blockchain architecture to improve training accuracy. Various
subsequent studies have been conducted to improve its performance in terms of model optimization
speed [16,17] cryptographic algorithms [18,19], and system scalability [20].
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2.2 Non-I1ID Data Training

Traditional machine learning models typically assume that the training set is sampled from the
same distribution. FL involves different devices that collect varying amounts of data, leading to
differences in the collected data. These differences may arise from factors such as different geographical
locations, device types, or environmental conditions, resulting in a low correlation between the data
and an inability of the model to capture the data characteristics accurately [21]. In [22], the authors
provided a real-life situation for the non-IID problem in which the intensity and contrast of medical
radiography images obtained for cancer detection varied greatly among medical facilities because of
differences in the imaging devices and processes employed in hospitals. Similar scenarios are prevalent
in real life because the devices that are involved in FL are often highly heterogeneous. Non-IID data
present a significant obstacle to FL. Consequently, the non-1ID data of devices must be considered
to obtain higher performance [23]. Li et al. [24] proposed a novel FL algorithm Federated Batch
Normalization that uses the local batch normalization technique to solve the problem of non-IID data.
A global data-sharing approach was proposed in [25] that builds a global ITD dataset by collecting a
small portion of data from the client to pretrain the initial model and randomly assigns a portion of the
data to the client to assist in the training process. However, this approach exhibits security and privacy
risks because the data are not encrypted, and the global dataset is untraceable and distributed to clients,
which poses a significant threat to user privacy. Li et al. [26] proposed a data redundancy technique
for handling non-IID data by sharing local data with trusted nodes to increase the classification job
accuracy under non-I1D settings.

2.3 Differential Privacy

Difterential privacy (DP) techniques do not require a priori knowledge of the attacker and can be
proven by rigorous mathematical theory. Dwork et al. [27] introduced the concept of DP and provided
a proof of security using a rigorous mathematical derivation. In FL, DP manifests in two forms: local
DP (LDP) and central DP (CDP). LDP empowers individuals to apply noise directly to their own data
before sharing, thereby safeguarding against the risks of inference and backdoor attacks by obscuring
the original data at the source. However, CDP operates under a framework in which a reliable central
server introduces noise into the aggregated data, ensuring that the participation of any specific user in
the FL training remains indiscernible to potential adversaries.

DP can effectively mitigate various types of attack [28]. Shokri et al. [29] proposed the integration
of DP into machine learning models as a potential safeguard against inference attacks on these models.
McMahan et al. [30] demonstrated that DP can defend against backdoor tasks. Naseriet al. [31] proved
that implementing DP within FL provides robust defense against white-box membership inference
attacks. Zhang et al. [32] proposed a novel approach that enhances privacy guarantees by introducing
uncertainty while minimizing the impact on the overall model performance. In [33], privacy protection
was achieved by introducing Gaussian noise into the gradient following its clipping with a global
threshold. However, the specific criteria for determining the threshold were not explicitly outlined.
Truex et al. [34] introduced LDP-Fed, which integrates an LDP component to add noise to the
parameters of the local participants.

The incorporation of DP creates ambiguity within the uploaded parameters, potentially affecting
the model efficacy. Balancing privacy and model quality remains a challenge.
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3 System Model

This section discusses the system architecture of the scheme and processes involved in the data
sharing.

3.1 System Architecture

Fig. 1 shows acommon FL scenario for the industrial Internet, including industrial data providers,
requesters, and blockchain.

(1) Data requester: The data requester issues data-sharing requests, obtains the results of joint
learning of all data providers, and pays the associated fees to the data providers involved in the task.

(2) Data provider: This is the owner of the industrial Internet data, which participates in data
sharing as an FL node to help to train more accurate machine learning models.

(3) Blockchain: The blockchain is used to replace the global aggregation server in traditional
FL, providing registration, data retrieval, and node evaluation services for data participants. It is
responsible for recording the entire data sharing process, achieving data traceability, and improving
data security.
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3.2 System Workflow
As shown in Fig. 1, the data-sharing process can be divided into nine main stages, as follows:

(1) Registration: All participants must register with the blockchain platform and assign the
corresponding public and private keys to share data.

(2) Data request publish: The data requester shares their data needs, including model parameters,
transaction methods, and data usage rules when publishing data requirements.

(3) Multiparty data retrieval: Once the data request is published, the data provider has the option
to participate in data sharing. If they choose to join, their unique user ID as well as details such as the
data type, size, and attributes are securely recorded on the blockchain. Subsequently, the data provider
can proceed to download the task data.

(4) Local training: The data provider trains the local model using the initial parameters.

(5) Model upload: The data provider uploads the model parameters to the blockchain platform
after the model is trained. DP is used to process the model parameters before uploading them to the
blockchain to ensure the privacy of the parameters.

(6) Committee elections: Miners verify the legitimacy of the signature after receiving the data to
prevent attackers from tampering with the data notation. Based on the contribution and reputation
consensus protocol, leaders are elected and are responsible for aggregating the global gradient and
generating new blocks.

(7) Model aggregation: After each data-sharing node completes model training and uploads
it to the blockchain, it needs to elect nodes for aggregating the model parameters, uploading the
aggregated model parameters to the blockchain, and notifying other nodes. The node with the highest
accumulated reputation acts as the leader node, which is responsible for aggregating the model
parameters and issuing the data contribution rewards to the corresponding participants. If the current
leader completes their round or if a committee member is unavailable, the system will select a new
leader based on the reputation of the participants.

(8) Model update: The data provider downloads the new block, obtains the global gradient from
it to update the local model, and starts the next round of training from step (4) until the model reaches
the specified accuracy or the maximum number of training rounds.

(9) Global model reply: The training stops after the model in step (7) reaches the specified accuracy
or the specified number of training rounds. The elected model parameter aggregation node uploads
the final model to the blockchain for preservation and notifies the data requester. The data requester
obtains the final result. At this point, the data-sharing process is complete.

4 Blockchain-Enabled FL for Non-IID Data Sharing
4.1 Dynamic Local Model Update

The traditional data-sharing method involves sending the local data of all participants to the
requester, which can lead to privacy issues. FL offers a better solution by keeping the data in the
participating nodes through a sharing model, thereby avoiding the privacy leakage risk. However, when
the data among different participants are non-I1ID, each participant has different data distributions
with no or fewer intersections, and the local models uploaded by these participants vary greatly. This
can result in a severe bias in the averaged global models, making it difficult to fit the data for all
participants and leading to problems such as over-fitting and slow convergence. We develop a novel
dynamic local model update (DLMU) method to address the problems caused by non-I1ID data in



CMC, 2024, vol.80, no.2 1973

which each participant has a different data distribution and is trained to obtain a different local
model. In FL, these local models are combined into a global model. However, updating the local model
according to the global model can cause it to scatter or converge more slowly if there is a significant
difference between the global and local models. Therefore, we consider retaining the local training
model of non-IID data to improve the model performance. We develop a specific formula to update
the local model based on the dispersion of the global and local models from the previous round. The
formula is as follows:

W =(=p)-o +p-
B = min(a|l’ — ||, 1)

(D

where o] and w] ' are the local model parameters of participant i in training rounds y and y — 1,
respectively, and @” corresponds to the global model parameters in round y. 8 measures the decay
rate as the divergence between the global and local models, and « is a scaler that adjusts the degree of
model divergence by computing the /,-norm of the global and local models.

The scaler « is critical for adjusting DLMU for varying levels of data divergence. The divergence
of global and local models fluctuates as the FL settings change, such as with different degrees of non-
IID settings, resulting in different divergences. Because the data characteristics remain unknown before
training, we propose an autoscaler to compute a personalized «, automatically for each participant.
Because each participant has the same local model in the first round, only the local data are different;
therefore, we can use the dispersion of the local model after the first round of training and the initial
model as the basis for calculating «,. The formula is o, = t/||W' — W?||, where T € [0, 1] is a set
parameter that is dynamically adjusted depending on the dataset. We calculate «, only once in the
earliest round y = 1 in which participant i is sampled for training.

DLMU aims to strike a balance between local and global knowledge by adjusting the weight that
is assigned to each depending on the level of divergence. When the divergence is high, more emphasis
is placed on retaining local knowledge, which benefits non-IID data. The global model is formed by
aggregating local models that represent the collective knowledge of the participants. However, when
the model divergence is low, incorporating more global knowledge helps to improve the overall model
generalization. We introduce a parameter 8 to control the balance between local and global knowledge.
B = 1 indicates that only local knowledge is used, whereas 8 = 0 indicates that only global knowledge
is used. Neither of these situations is well adapted to non-IID data. As the model divergence is higher
at the beginning of training, selecting a more significant value for t within the range of 0.5 to 1 is
practical. We adopt the default value of t = 0.8 in our experiments. We use a local multi round
training approach to minimize interactions with the blockchain. Algorithm 1 presents the detailed
process of DLMU.

Algorithm 1: DLMU

Input: learning rate 7, total training rounds R, local epochs E, local minibatch size B, K participants,
scaler T

Output: W%

1: Server Executes:

2: initialize W°

3: for ecachroundy =0 toR—1 do

4: S, < (K participants)
5.
6

for each participant k =0 to K — 1 concurrently do
W, <« Client(W",r)

(Continued)
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Algorithm 1 (continued)

7 end for n
8: WV+1 < Zkesl Ek Wl:
9: end for

10: Return W*

11: Client Updat(W",r) :
12: if o, is null then

13: W <« w7

k

TP S—
Wwr— Wy
15: else
16: B <« min(a||W — W/']),1)
170 W < B (- pW
18: endif
19:  forlocalepoch e=0,1,--- ,E—1 do
20: for batch b € B do
21: C W[ < W —nv (Wsb)+m(¥))
22: end for
23:  end for

24:  return W)

4.2 Dynamic Gradient Clipping for DP SGD

Data providers train their model on local datasets and must protect the privacy of gradient
information before uploading to prevent the use of model parameters to infer private information
regarding the data provider [35]. Homomorphic encryption [36] and secret-sharing algorithms [37]
are commonly used to protect local gradients; however, they suffer from excessive computational
overheads. In contrast, differential privacy techniques are less computationally intensive and more
suitable for resource-constrained edge computing devices [38]. In [39], local differential privacy
techniques were used to add noise to the original training data to protect privacy; however, this resulted
in a significant loss of model accuracy. Another study [40] added Gaussian noise to the gradients after
clipping them using a global clipping threshold C to preserve privacy, but did not specify the basis
for selecting the threshold C. The value of C is critical for deep learning models; an immense value
of C adds excessive noise, whereas a small value of C over-crops the gradients, both of which may
result in a severe loss of model accuracy. In [41], the C value was taken as the median of the gradient
norm of all devices; however, requiring the server to obtain the explicit gradients of all devices still risks
privacy leakage. To this end, this study proposes a dynamic DP-SGD (DDP-SGD) for local differential
privacy, drawing on the DP-SGD algorithm, which can flexibly adjust the clipping threshold according
to the training process to reduce the negative impact of noise on the model accuracy. Assuming that £
epochs are executed locally in each round, we only perform gradient clipping and add noise when the
final epoch is executed locally to reduce the impact of DP on the model accuracy. The threshold for
gradient clipping is based on the gradient values of the first two epochs and is calculated as follows:

C=yC,+0—-y) - CL,
|G = ¢ )

Y cr
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where C};_, and C}_, are the gradient clipping values of local epochs E — 1 and E — 2 in rounds r,
respectively, and y measures the trend of the clipping value, which is used to adjust the trend of the
gradient clipping by the former two epochs.

As the gradient gradually decreases as training proceeds, the corresponding gradient clipping
threshold should also be reduced accordingly. When the model parameters are close to the optimum
values, the number of vanes in the aggregated gradient decrease significantly. The above formula
considers the magnitude of the first two epochs of the gradient descent and the trend of the gradient
descent. It can be used to adjust the gradient clipping boundary effectively and dynamically. The DDP-
SGD algorithm is presented in Algorithm 2.

Algorithm 2: DDP-SGD

Input: Total number of samples N, learning rate n, total training rounds R, local epochs E, local
minibatch size B, noise scale o

Output: 6%

l1:for eachroundy =0 toR—1 do

2:  for eachepoche=0 to E—1 do

3 ife #FE —1 then

4 while there exist samples do

5: Random sampling of small sample sets B, € 1,2, --- , B with probability B/N
6: for ie B, do

7. g < Vi(0.,x)

8: end for -

9: Our < 0. — E (ZieBl g&f)

10: end while [

11: Calculate the /, — norm of gradient C’

12: else

13 C=yC,+(-y) Cp,

14: While there exist samples do

15: Random sampling of small sample sets B, € 1,2, --- , B with probability B/N
16: for ie B, do

17: i < V,y(0.,%)

18: G < g./max (1, ”%"“)

19: end for

20: 0., < 6. — IITB]_I (Zion, &os + C'oN(O, 1)
21: end while ‘

22: end if

23: end for

24:  end for

25:  return 9%

5 Experimental Evaluation

This section presents the simulation results to assess the performance of the proposed schemes, as
discussed in Section 4.
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5.1 Evaluation Setup

The use of convolutional neural network (CNN) architectures [42] and long short-term memory
(LSTM) [43] for local model training was explored. The performance evaluation was conducted on
the widely used CIFAR-10, MNIST, FASHION-MNIST, and SHAKESPEARE datasets. CIFAR-10
comprises 50,000 training samples and 10,000 test samples of labeled images, each sized at 32 x 32
pixels. The CIFAR-10 dataset allows for the flexible construction of varying numbers of clients,
enabling simulations with unbalanced data and two distinct types of non-IID scenarios: (1) dataset
division using the Dirichlet process Dir («) [44], and (2) dataset division by class, where each client
contains N of the 10 available classes [45]. The local datasets of individual users were independently
sampled from the CIFAR-10 dataset, with different frequencies applied to each category to capture
the non-IID distribution characteristics. The MNIST and FASHION-MNIST datasets contain 70,000
28 x 28 grayscale images of handwritten digits and fashion products, respectively. Both sets contain
60,000 image training sets and 10,000 image test sets. The FEMNIST and SHAKESPEARE datasets
emulate realistic scenarios using data that are not identically distributed and are unevenly balanced,
as outlined in [46].

We implemented our scheme in Python using Easy FL [47], which is an open-source FL platform.
The experiments were conducted on Ubuntu 22.04 with a Xeon (R) Platinum 8358P CPU and GTX
3090 GPU.

We used FedAvg [7] as the benchmark algorithm for all experiments. The default settings included
a local epoch of 10 (E = 10), batch size of 32 (B = 32), total of 100 rounds (R = 100), and 10 clients
participating in each round. We used SGD with a learning rate of 0.001 (n = 0.001) and momentum
of 0.8 (momentum = 0.8) as the optimizer, and fine-tuned the learning rate for each dataset.

5.2 Performance Evaluation of FL

Figs. 2 and 3 depict the test accuracy of the FL with our proposed DLMU algorithm, where the
algorithm in [47] was selected as a baseline. Different divisions of the local datasets with different
distributional dispersions were investigated. We compared the accuracy of the models trained on IID
and non-IID datasets. We simulated three levels of non-IID with increasing heterogeneity: Dirichlet
process (Dir (0.5)), three classes per client (class (3)), and two classes per client (class (2)). These
experiments were conducted with 10 selected clients per round. Fig. 2 shows the comparison of DLMU
and baseline with different dataset divisions on the CIFAR-10 dataset. As shown in Fig. 2a, for the
IID division, the difference in test accuracy between DLMU and the baseline was negligible, from
80.91% to 81.48%. The reason for the limited improvement in our scheme with IID data is that the data
among the clients were not significantly different. Consequently, the locally trained models did not
differ significantly from one another, making the global model closer to the local models. In addition,
as shown in Fig. 2, our scheme achieved a pronounced improvement for non-IID data. For the Dir
(0.5) data partition, the accuracy of the baseline was 68.38%, whereas that of our scheme was 76.63%.
Similarly, for the class (3) data partition, the accuracy of the baseline was 62.53%, whereas that of ours
was 74.93%. For the class (2) data partition, our scheme achieved a more significant improvement
in accuracy, from 39.15% in the baseline to 57.14%, which was the most significant improvement
among all data segments. The statistical heterogeneity from the first to the highest dataset division
was 1D, Dir (0.5), class (3), and class (2). Therefore, Fig. 2 shows that as the statistical heterogeneity
increased, so did the DLMU algorithm improvement in accuracy for the CIFAR-10 dataset. Table |
displays the average absolute error of the model training accuracy between two different local update
methods on different data partition methods. It can be observed that the average absolute error of the
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model accuracy continued to increase as the degree of statistical heterogeneity increased. Our proposed
scheme showed a significant improvement in test accuracy for FL on non-I1ID data, particularly
when there was a significant distribution divergence. The training accuracy also improved noticeably,
particularly for the non-IID data. This improvement was more significant for local nodes with greater
differences in data heterogeneity.

80!
701 A o
AP N R A —
704
80 o
> = f
3o T | /
5 o |
§ ! |f
|
50 w1
M
40 — hbaseline 0y — baseline
— DLMU | — DLMU
2 : . : 20+
0 10 20 30 40 5 60 70 B0 90 100 0 10 20 30 40 S0 € 70 80 90 100
Rounds Rounds
(@) (b)

e
(=]

50
LS R
1 o - A
//_,_'Wl‘""/ 60 P rai v 1'\_,\/\.-.___\/_",_;._\(_.-(

g & 50t
= \ T Pt =
2 A 3
2 30! g0
4 -4
”
200
—— baseline 200 | —— baseline
| — by | — DMu
6 16 20 30 4 50 60 70 80 90 100 W43 26 30 40 S0 6 70 8 90 100
Rounds Rounds
(©) (d)

Figure 2: Accuracy comparison of baseline and DLMU with different dataset divisions: (a) IID, (b)
Dir (0.5), (c) class (2), and (d) class (3)

Table 1: Average absolute error between two different local update methods on different data partition
methods

Data partition method Average absolute error (%)
11D 3.38

Dir (0.5) 6.63

Class (2) 15.19

Class (3) 10.36

Fig. 3 depicts the accuracy gap between DLMU and the baseline on the FEMNIST and SHAKE-
SPEARE datasets for the non-IID division, respectively. The accuracy gaps were 4.78% and 3.35%
for FEMNIST and SHAKESPEARE, respectively. The average absolute error of the model accuracy
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for FEMNIST was 7.03%, whereas that for SHAKESPEARE was 3.35%. This also proves the
effectiveness of the DLMU algorithm.
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Figure 3: Accuracy comparison of baseline and DLMU with different datasets: (a) FEMNIST and (b)
SHAKESPEARE

5.3 Performance Evaluation of Dynamic Gradient Clipping

We performed a DP dynamic gradient clipping analysis using the same experimental setup as
described in the previous section. From the analysis in the previous section, it can be observed that
the class (2) dataset partitioning was a better test of the effect of data dispersion on the algorithm
performance. Therefore, we compared the effects of different privacy budgets with different gradient
clipping schemes on the model accuracy in the class (2) dataset partitioning cases. In the following
experiments, we enumerate only the cases in which Gaussian noise was added. The dynamic gradient
clipping mechanism proposed in this study can easily be generalized to other stochastic optimization
algorithms, such as Adam.

The privacy budget € was set to 2, 3, 5, and 10 and 0 = 1-¢7°. As shown in Table 2, for all clipping
thresholds, the training accuracy decreased owing to noise. Compared to the results of the DP-SGD
algorithm, DDP-SGD had a higher accuracy and was essentially the same as the SGD algorithm under
a relatively large privacy budget.

Table 2: Test results of different methods on CIFAR dataset

Method € Clipping Accuracy (%)
SGD - — 39.15
DP-SGD 2 0.1 15.26

2 0.5 17.36

2 1.0 18.22

2 1.5 18.32

2 2.0 17.78

3 1.0 23.23

5 1.0 33.14

10 1.0 38.45

(Continued)
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Table 2 (continued)

Method € Clipping Accuracy (%)
DDP-SGD 2 - 31.69

3 - 35.18

5 - 38.03

10 - 38.97

As shown in Tables 3 and 4, for all clipping thresholds, the training accuracy decreased. However,
the accuracy gap between DDP-SGD and DP-SGD was narrow because of the simplicity of the
MNIST and FASHION-MNIST datasets compared with the CIFAR-10 dataset. For CIFAR-10, the
complexity and depth of the model indicated that its gradients varied significantly. Consequently,
dynamic clipping effectively diminished the gradient variance, which substantially enhanced the
precision of the model. Moreover, these findings clarify how employing a static clipping strategy can
yield satisfactory precision for straightforward and less complex models.

Table 3: Test results of different methods on MNIST dataset

Method € Clipping Accuracy (%)
SGD - - 99.15
DP-SGD 2 0.1 83.8
2 0.5 84.25
2 1.0 86.51
2 1.5 87.28
2 2.0 86.32
3 1.0 92.23
5 1.0 95.14
10 1.0 96.39
DDP-SGD 2 - 88.87
3 - 94.18
5 - 97.24
10 - 98.97

Table 4: Test results of different methods on FASHION-MNIST dataset

Method € Clipping Accuracy (%)
SGD — 83.42
DP-SGD 2 0.1 71.37

2 0.5 72.76

(Continued)
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Table 4 (continued)

Method € Clipping Accuracy (%)
2 1.0 73.44
2 1.5 73.32
2 2.0 72.78
3 1.0 75.72
5 1.0 78.65
10 1.0 80.45

DDP-SGD 2 - 76.34
3 - 80.18
5 - 82.24
10 - 82.85

For different € values, dynamic clipping ensured higher model accuracy under different privacy
budgets. The DP-SGD algorithm using dynamic clipping could achieve higher accuracy with the
same privacy budget, which was slightly lower than that of the original FL algorithm. Therefore,
the proposed algorithm is suitable for application scenarios requiring high accuracy and privacy
protection.

6 Conclusion

In conclusion, this study addresses the challenges of sharing data while protecting privacy in the
industrial Internet through the application of FL and blockchain technology. Traditional machine
learning methods are often limited by data availability and privacy concerns, making them unsuitable
for decentralized training on non- IID datasets.

To overcome the limitations posed by non-IID data, we have proposed a novel approach that
dynamically updates the local model based on the divergence between the global and local models.
This dynamic update mechanism significantly improves the accuracy of FL training when there is a
relatively large dispersion within the dataset, ensuring better FL performance. Furthermore, to address
the potential privacy leakage caused by sharing model parameters, we introduced a dynamic gradient
clipping algorithm. This algorithm effectively reduces the impact of noise on model accuracy, thereby
enhancing privacy protection without sacrificing significant training performance.

The performance of the proposed scheme was evaluated using commonly opened image datasets.
The simulation results confirmed that our approach successfully achieved significant improvements in
accuracy while concurrently ensuring privacy preservation and maintaining efficiency. These results
offer a promising solution to the challenges of data sharing and privacy protection in the industrial
Internet.

Overall, our study contributes to the advancement of FL techniques for data sharing in industrial
settings. By leveraging blockchain technology, we can enable secure and private collaboration among
data providers while maintaining high accuracy levels. The proposed approach has great potential for
facilitating data-driven decision-making processes and fostering innovation in the industrial Internet
domain. Future studies should focus on expanding the application of this methodology to different
types of datasets and exploring its scalability in larger-scale industrial settings.
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