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ABSTRACT

The increase in number of people using the Internet leads to increased cyberattack opportunities. Advanced
Persistent Threats, or APTs, are among the most dangerous targeted cyberattacks. APT attacks utilize various
advanced tools and techniques for attacking targets with specific goals. Even countries with advanced technologies,
like the US, Russia, the UK, and India, are susceptible to this targeted attack. APT is a sophisticated attack that
involves multiple stages and specific strategies. Besides, TTP (Tools, Techniques, and Procedures) involved in the
APT attack are commonly new and developed by an attacker to evade the security system. However, APTs are
generally implemented in multiple stages. If one of the stages is detected, we may apply a defense mechanism for
subsequent stages, leading to the entire APT attack failure. The detection at the early stage of APT and the prediction
of the next step in the APT kill chain are ongoing challenges. This survey paper will provide knowledge about APT
attacks and their essential steps. This follows the case study of known APT attacks, which will give clear information
about the APT attack process—in later sections, highlighting the various detection methods defined by different
researchers along with the limitations of the work. Data used in this article comes from the various annual reports
published by security experts and blogs and information released by the enterprise networks targeted by the attack.
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1 Introduction

Nowadays professional hackers are using sophisticated methods to conduct the attacks. Govern-
ment and business associations are the main targets of these attacks [1]. Financial loss or disruption in
network service are possible outcomes of these attacks. Cyberattacks are malevolent actions carried out
via the Internet to steal sensitive data or obtain financial advantage. In addition, the attacker watches
the target organization and tampers its network operations [2]. Keeping organizations and businesses
safe from attack is one of their largest problems. They make constant efforts to defend their private
data from intrusions [3]. The budget for security solutions increased in 2019 from $114 billion to $124
billion, and in 2020, it increased by 72%, according to a Gartner analysis [4]. The trend report (Micro)
shows an increase in targeted attacks, where attackers focus on specific organizations with a clear goal
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and continue their efforts until they are successful. According to [5], the big four APT actors originate
from China, Iran, North Korea, and Russia

Advanced Persistent Threats (APTs) are called “slow poisoning” cyber attacks mostly carried out
between the nations/states over a long period. Generally, these types of attacks are conducted by highly
skilled attackers. APTs were first identified in the year of 2006 [6] and became notable after operation
aurora which was conducted against the Google in 2011 [7]. The APTs are defined as follows by NIST:

“An adversary with sophisticated levels of expertise and significant resources, allowing it through the
use of various attack vectors (e.g., cyber, physical, and deception) to generate opportunities to achieve
its objectives, which are typically to establish and extend its presence within the information technology
infrastructure of organizations for purposes of continually exfiltrating information and to undermine or
impede critical aspects of a mission, program, or organization, or place itself in a position to do so in the
future; moreover, the advanced persistent threat pursues its objectives repeatedly over an extended period,
adapting to a defender’s efforts to resist it, and with determination to maintain the level of interaction
needed to execute its objectives”

APT is the most significant risk to the governments & private organizations. According to the
CISA, NCSC report on 8 April, 2020, Advanced Persistent Threat (APT) groups are using the COVID-
19 issue to distribute malware by launching phishing websites and registering new domain names
to trap many internet users [8]. Traditional security systems like intrusion detection and prevention
systems (IDPs) have been introduced to identify network attacks. An intrusion is a series of actions
conducted by a malicious individual that compromises a specific system [9]. Intrusion detection (ID)
is a process of identifying malicious activities within the computer network by analyzing suspicious
activities (Anomaly-based) or by matching the patterns (Signature-based).

The APT attackers are using unknown security holes to evade the current detection systems,
which makes them difficult to detect. The attacker keeps changing their malware to avoid the current
Intrusion detection systems. Most attackers develop their attack tools and malware to remain stealthy
and persistent. According to the cyber-security reports [10], malware is significantly increasing every
year, and most of the malware is distributed through Windows operating systems.

In 2018, Mandiant [11] surveyed the length of long-lasting attacks using dwell time ( time interval
between the attack entry and its detection). He observes that in the Asia-Pacific (ASPC) regions, the
attacker can stay up to 498 days in the network by evading the current detection solutions depicted in
Fig. 1. His survey results are depicted in Fig. 2. As evident recently, the APT 44 (Russia’s Sandworm)
attack was lost for four years, which led to the war in Ukraine [12].

The longer dwell time defines the attack sophistication. The survey also found that 44% of attacks
are due to external sources. This highlights that the current detection systems cannot detect these types
of stealthy attacks.

The rest of the manuscript is organized as follows: Section 2 describes the importance of proposed
survey; Section 3 is background information which will help the readers to understand about APT
attack and its process; Section 4 presents the case study; Section 5 presents the various detection
methods and its comparison; Section 6 presents the preventive countermeasures against APT attack;
Section 7 is Conclusion.
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Figure 1: Dwell time by region

Figure 2: Six phases of APT44
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2 Motivation of Survey

This section examines the various recent surveys on APT detection methods that have been
conducted. Since the first APT attack report, some works have been studied based on malware or
attack techniques.

Some works are focused on proposed defensive methods [13,14] for detecting a possible APT
attack. Nevertheless, the current information on APT-attack campaigns is scattered among practition-
ers, government sources, academic publications, and existing taxonomies, which tend to be limited in
scope. Through this survey, we analyzed existing methods for detecting APT attacks. To ensure our
survey’s novelty and contribution, we compared the proposed study with existing surveys, as shown in
Table 1.

Table 1: Comparison of existing surveys with the proposed survey

[15] [16] [17] [18] [19] Proposed survey

APT lifecycle � � � � �
Case-studies � � �
Mapping of attack stages to attack
vectors

� � �

Detection methods � � � �
Preventive countermeasures �

In [15], the authors analyzed several publicly available APT attack reports and concluded that
spear-phishing and valid credentials are the most commonly used initial and lateral intrusion methods.
In [16], the authors analysed several public reports of APT attacks and APT stages. Furthermore,
different APT life-cycle models were examined. Finally, the five-stage life-cycle model was described,
commonly used attack vectors were identified, and possible mitigation techniques were proposed.

The various machine learning algorithms and their usage recommendations in attack detection
were presented. In [17], the author presented the detection methods using machine learning to
attack detection. In [16], the authors presented a comprehensive review of User Behaviour Analytics
(UBA) methodologies and their application to combat the APT attacks. In [20], the authors studied
APT attacks more deeply than other works, reviewed APT attack case studies, and gave preventive
countermeasures and existing detection methods for APT attacks. In [21], the focus is only on supply
chain-based APT attacks. In [21], the authors presented the detection methods that are helpful in real-
time detection by studying 26 papers.

However, the survey paper should provide a comprehend view of all limitation, which is available
in discrete works. Also, each of these surveys is addressing the specific aspect of the APT attack.
These limitations have given a motivation for this paper. Then, in this regard, this paper describes
the following:

• Comprehensive discussion of APT attacks: We discussed several techniques used by APT
attackers. As such, great emphasis on a detailed description of the APT-stages and potential
attack techniques.

• APT detection methods: Reviewed the recent advances and methods employed for APT
detection and their disadvantages. Next, comparison and summary tables are presented.
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• Challenges and Future Directions: We highlight the challenges and research directions for the
successful APT detection along with preventive measures.

3 Advanced Persistent Thretes (APTs)

An advanced persistent threat is a targeted attack that obtains illegal access to information
and communication systems to sift confidential data or harm a business [11]. Since the release of
Stuxnet [22], APT attacks have grown more deliberate and destructive, illustrating how simple it is
to breach well-known systems while eluding many of the more advanced defense mechanisms meant
to safeguard the computing environment. At the moment, many of these threats are unidentified.
Once discovered, many of these threats—like APT10 [20] and APT41 [22]—reappear with altered
capabilities to fulfill their intended purpose. These attacks resulted in significant financial, confidential
information, and intellectual property losses. The APT attack has three characteristics [6,23] depicted
in Fig. 3: (1) Advanced: Attackers use advanced tools and techniques during attack phases to the
target; (2) Persistent: Attackers have strong determination towards their selected target. Attackers
follow the slow process during the attack cycle; (3) Threat: The attacker can get access to information.

Figure 3: Advanced persistent threat

3.1 Comparison of APT with Traditional Attack

APT attackers differ from other cybercriminals in their objectives and goals because they have
specific targets. The reason behind the attack may be financial extortion, political manipulation, and
industrial, military, economic, technical, and intellectual property espionage. The authors of [4] sum-
marized the distinctions between traditional threats and APT attacks. The following characteristics
have been considered: attacker, target, purpose, and approach shown in Table 2.

Table 2: Comparison of traditional attacks and APT

Traditional attack APT

Attacker Mostly single person Extremely resourceful, intelligent,
driven, and well-organized group

(Continued)
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Table 2 (continued)

Traditional attack APT

Target Unspecified, most of the time
individual-systems

Particular groups, state agencies, and
private businesses

Purpose Financial benefits,
demonstrating abilities

Competitive advantages, strategic
benefits

Approach Single-run, “smash and grab”,
short period

Continual attempts, remain low and
slow, and eventually adapt to withstand
defenses

The damage caused by these attacks is high due to sophisticated attack techniques and advanced
attackers. Lemay’s survey [24] shows that 174 APT actors are identified globally.

The author presented a general summary of the attack groups and related open-source articles.
The characteristics of APT attackers are:

• APT actors use unknown (Zero-day) vulnerabilities and develop their techniques and Tools for
their attack campaign. Traditional attackers use known (existing) vulnerabilities and tools.

• They have strong determination towards their attack objective. They will spend considerable
time and resources until they can reach the target.

• Based on the study of APT attacks, APT actors have extensive capabilities and are State
sponsored for conducting the attack.

• APT actors will select the target before starting the attack. Generally, they will target the big
organizations conducted between the nation-states. In contrast, regular attacks usually hope
for quick wins but don’t think much more about the target (they will target the system known
to them).

• Unlike traditional attackers, APT attackers have the same target over the years.

In [22], the authors describe the list of APT Attackers from the last ten years, including each
group’s origin, target, the tools they use, and notable attack campaigns. Two cyber security research
organizations–Crowdstrike and Mandiant (FireEye)-track and monitor the threat attackers. Mandiant
numerically defines APT groups, and depending on the country, Crowdstrike titles APT groups by
animals. For example, a China APT group was assigned “Panda” Iran to “Kitten” and a Russian
group by “Bear”. Thirty-five nations have been suspected of funding cyber operations since 2005.
Out of all eighty-eight operations that were conducted till 2020 and motive behind the attack may be
data exfiltration, financial gain, espionage, etc. From the security statistics shown in Fig. 4, most APT
groups originate from China.

3.2 APT Attack Process

An advanced persistent threat, also known as an APT, is an organized and sophisticated cyber-
attack. The hacker enters a network and moves stealthily inside the network until the required
information is gathered, or the objective is achieved. An APT attack is thoroughly prepared, intended
to infiltrate a particular organization, and tailored to avoid security measures inside the target network
environment. The APT attack has a specific target. Before starting the attack, the attacker gathers
information about the target. The attacker builds or develops the tools and exploits the vulnerable
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point based on the collected data. After that, the attacker expands their attack from that point by
sending commands or instructions from an external server (command and control). The APT attack
process is explained with the help of a flowchart as shown in Fig. 5.
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Figure 4: Origin of APT attackers

As mentioned earlier, APT is highly organized and persistent in reaching the target. Targeted
attacks like APT are carried out in multiple stages. The overall attack processes are described using the
“Life Cycle.” The number of stages in the attack life cycle is not specific. In [25], Mandiant described
the APT life-cycle model with eight stages; In [26], they described seven stages life-cycle model; In [13],
authors described a six-stage attack life-cycle model; In [27], authors discussed 4 stage attack life-cycle
model; In [28,29], authors discussed 5 stage model shown in Fig. 6.

The attacker decides the number of stages in the lifecycle based on the attack objective. It is
essential to mention that the life cycles are analyzed to explain how the APT attack operates. However,
each attacker can execute the steps in their order and use the TTPs adapted to reach the goal. These
stages are not specific; depending upon the attack objective, the number of stages may vary. Addressing
this, we have described the APT lifecycle model with five stages shown in Fig. 7.

These stages do not need to be in every APT attack lifecycle model; they could represent all APT
attacks irrespective of the target goal. The typical APT steps are:

1. Information Gathering

2. Initial Intrusion

3. Command and Control Communication (C&C)

4. Lateral Movement

5. Attack Objective

For any APT attack, the first two stages are essential for the attackers to increase the attack success
rate. The stages in the proposed lifecycle model are explained in a later section: Information Gathering
and Initial Intrusion. The next three steps are appropriate based on the attack goal. The last sections
explain these stages and possible methods attackers use.
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Figure 5: Origin of APT attackers

Figure 6: Different stages in APT lifecycle
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Figure 7: Typical APT attack steps

3.2.1 Information Gathering

It is also called Reconnaissance. It is the essential step in the attack process because attacker
develop their tools and techniques based on the information gathered during this stage. If they know
about the target, they are more successful in attack. In this stage, the attacker will extensively research
the target and their assets to enhance their success rate. This can be done through inactive and passive
network scanning Table 3.

Table 3: Information gathering

Type of data Technical, Non-technical

Information gathering Data source Online, Offline
Method Active scanning, Passive scanning

In active scanning, the attacker looks into the target through network traffic. In the passive
scanning, they do not disturb the network functionality. Through scanning, the attacker will collect
technical information (like Internet registry, Sub-net information (Registered and currently active),
DNS information, Routing Information, Remote access Information, E-mail accounts information,
Firewall, Antivirus, Wireless Information, Routers information, etc.) and non-technical information is
(Business partners, News articles, Projects, Press notes, etc.) about the target network. The information
gathered during this phase is handy to the attackers in initial intrusion and to move deeper inside the
target. The attacker will also use public repositories for Domain information, vulnerability databases,
press notes released, and supply chain management information [30]. By the end of this stage, the
attacker will get sufficient information about the target for preparing an attack plan, developing attack
tools, and finding the weakest (vulnerable) link in the target for the initial intrusion. Table 4 describes
the information gathered and how it is helpful for the attacker to conduct an attack. The attacker will
spend a considerable amount of time preparing the attack tools, creating a flexible environment to
stay a long time inside the target network environment.

Fig. 8 represents the typical information gathering model consisting of different phases, which are
essential to complete before the targeted attack starts.
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Table 4: Gathered information and usage by attacker

Gathered information Usage

Network infrastructure, Documentation
including schematic and configuration
files

Understand IDS configurations, fire-wall and
where vulnerabilities are exist.

Organization chart Determine which people to target for email and
data theft, or as targets for spear-phishing
campaigns.

Systems documentation Identify where targeted systems existing within a
victim network.

VPN configuration files Determine which areas of the victim’s network
VPN users can access, then aim to steal VPN
credentials.

Figure 8: Intelligent gathering model

3.2.2 Initial Intrusion

It is also called point of Entry (POE). This step involves the attacker using various social
engineering techniques, such as spear-phishing, water-hole attacks, and software vulnerabilities, to
compromise the system or vulnerable point identified during the information-gathering stage through
malware execution. The adversary will use the data acquired in the earlier phase to increase the
probability of success rate. “Spear-phishing email” is the most widely used technique. In it, an attacker
sends an email containing a file or URL that contains malicious code and points to a website that
contains malicious code. The attacker will gain initial access (a foothold) to the target network
Environment by successfully executing malware code. According to the Trend Macro report [31,32],
most APT attacks use spear-phishing Emails for the initial intrusion. In this, the attacker will send
an email containing a malicious code file (as an attachment) or URL (link) that directs to a website
having malicious code, depicted in Fig. 9 [33].
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Figure 9: Spear phishing attack model used to launch targeted attacks

Along with these techniques, some APT groups use water-hole attack, removable media [34,35],
and software used [36,37] used within a network and malicious code for the initial intrusion. Some
APT attacks use known Vulnerabilities to exploit the system. The information about vulnerabilities is
available in public databases like “the Common Vulnerability and Exposer List (CSV)” and “the Open
Source Vulnerability Database (OSVDB)” [38], “ the NIST National Vulnerability Database (NVD)
[39]. Also, the vulnerability information is available on the dark web. According to the report [40],
most APT campaigns use known vulnerabilities.

After successful malware delivery, the attacker will wait until it gets executed. Once the malware is
executed, the attacker will find a way to enter the target organization’s network. After that, the attacker
will try to gain control over the compromised system for further attack progression.

3.2.3 Command and Control Communication

APT actors typically use commands and control (C&C or C2) channels to gain remote access to
the target environment to execute malicious instructions or to exfiltrate the data [41]. In fact, during the
installation phase, most backdoor malware is used to connect the victim’s system to the attackers’ C2
infrastructure [42]. Backdoors may share their IP address or domain name with the servers. Attackers
have used various strategies to control compromised devices inside the target network environment
remotely. Most APT attacks will use outbound connections to avoid the current detection techniques,
as per the study [17,43] and our analysis. Since most organizations label HTTP-based communication
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acceptable, APT campaigns use this communication method. It is easy to identify the distinctive
features of the remaining protocols [44,45].

3.2.4 Lateral Movement

Most APT groups try to move laterally through the network by infecting more devices until they
reach the high-value targets. To transfer data between computers, they might use openly available tools
such as the Windows credential gathering tool Mimikatz and the remote command-line execution
tool WinExe [43]. The most often employed network reconnaissance and lateral movement strategies
in the targeted attacks are [30] Information Reuse Attacks, Credentials Dumping, Pass-the-Hash
Attack Model, File Sharing Services (Shared Access), and Batch Scripting, Command Execution and
Scheduling.

The main goal of this phase is to expand their control by exploring the additional system toward
the high-value target. The APT malware uses valid user credentials and standard operating system
tools to appear in regular network traffic. The attacker relies on tools like “Windows-Credential-
Editor(WCE) to extract the credentials. Once the attacker enters this stage, it is challenging to send
out the network [46].

3.2.5 Attack Objective

The attack objective may include the following:

• Cyber espionage

• Sobotage

• Data Destruction

• Financial Theft

• Complete site takeover (DOS)

• Defacement (make the resources or services unavailable or disturb the functionality)

• Intellectual Property Rights theft

The damage caused by these attacks is high due to highly skilled attack actors. The statistical
analysis of publicly available APT reports shows that information stealing is the primary objective of
the maximum APT attacks [47,48]. Once the data servers are discovered, the attacker will transfer the
data to the C&C infrastructure. To avoid detection, the attacker will compress the data before sending
it to the server. The most commonly used technique is “staging servers” [29] for data aggregating.
The attack objective is also not fixed. The attack objective may be stealing sensitive information,
network service interruption, Data destruction, Data manipulation, Service stop, DOS attack, System
shutdown, and Financial gain.

4 Case Study
4.1 Stuxnet

An APT that targeted the uranium enrichment plants’ industrial control systems (ICS), forcing
the centrifuges to operate at dangerous speeds until they self-destructed, known as Stuxnet. Stuxnet
aims to activate the payload in controllers at the uranium enrichment plant in Natanz, not in
other situations. In June 2009, the first Stuxnet sample was found. It was incredibly complex and
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noteworthy because Stuxnet relied on four zero-day vulnerabilities, digital signature forgeries, and in-
depth knowledge of the target environment or infrastructure [49].

Since the malware needs a thorough understanding of the uranium enrichment plant, there might
have been a physical component to the survey. How the survey was carried out to create and implement
successfully Stuxnet is still being determined. This could have started with an insider—someone
employed by the plant, for example—who provided the appropriate person with access to crucial data.
The reason behind the 2006 leak of Natanz’s location and purpose by a dissident group is known, and
it is possible that the Stuxnet developers used this information when developing the malware [50].

Although the exact source of the Stuxnet infection is still unknown, the malware was thought
to be introduced into a computer using a removable drive. This is a likely infection method because
Stuxnet can infect removable drives and do so in order to propagate itself. An insider who may have
been compensated or coerced to carry this action could have done so. As an alternative, an attacker
may have capitalized on people’s innate curiosity by hiding many USB devices carrying Stuxnet in a
well-traveled area, like a parking lot close to a target organization (Bursztein) [49].

Only some things about the lengthy and technical Stuxnet installation process are pertinent to or
within the purview of this paper. We only describe the portions that can be used to derive features. The
primary part of Stuxnet is the a. dll file that includes every exported function (referred to as “exports”
in the literature) and resource that Stuxnet uses to carry out its operations (the purpose of Stuxnet is
constant, but its behavior varies based on the environment it is in) (i.e., installed security products, the
architecture of the victim system, etc.). This comes with two encrypted configuration blocks—dll data.
The information Stuxnet collects about the victim machine is tracked by the configuration blocks,
which it uses to function correctly. These three items are displayed in a wrapper program’s “stub”
section of a dropper component. It is this wrapper program that loads the main Stuxnet executable.
DLL file and export calls. It also ensures that every export has access to all of the malware’s required
components by passing a pointer to its original stub section as a parameter to the export and doing the
same for every export that comes after, usually how Stuxnet operates by injecting the whole program
into one of the trusted processes that might be operating on the target computer.

The attacker exports the source once the DLL file is loaded for the first time. It checks whether the
target computer is running in a compatible version of Windows along with security information and
running processes to find the best infiltration point. Through collected information, if the attacker
determines that Stuxnet is not running on a compatible version of Windows, the threat will be
terminated, and nothing more will happen. If it discovers that it does not already have more privileges,
it will use one of the two zero-day vulnerabilities to obtain them; if not, it will continue. After that,
this export will inject the to call another export. dll file into the process, which the installation process
will use as its primary export.

This new running export will confirm the accuracy of the configuration data that Stuxnet had
previously collected. After this is established, it will verify that a given value in a particular registry
key exactly matches 19790509, and at this point, it will stop all further execution. However, we observe
that Stuxnet performed these exact checks on its target system, and we will revisit this idea in the future.
This new running export will now check to see if the configuration data that Stuxnet obtained earlier is
accurate. Once this is known, it will verify a particular value for a specific registry key, and if it exactly
matches 19790509, it will stop all execution. This number is highly significant since it occurred on the
same day. However, we highlight Stuxnet’s actions in doing these same tests on its victim system and
will return to this idea in a later section.
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Stuxnet will then use the information in its stub section to generate three encrypted files, which it
will subsequently write to disc. Verify that by decrypting a file it just wrote to disc, it then confirms
that its current version is the same and continues if it is. Two files from its resources will be decoded
and written into a disc. To escape detection, Stuxnet will modify the file creation times of these two
files to coincide with the times of the other files in the system directory. Then, Stuxnet will add registry
entries to the victim system to ensure these two files run whenever Windows boots up on the device.
Two more exports are then started. New detachable drives will be infected, and the RPC server will be
started for command and control activity. On the target computer, the other will contaminate Step 7
project files. Stuxnet will try command and control action after a brief wait.

A WinCC SIMATIC server was connected to specific Siemens PLCs during the Actions on
Objectives phase of the Stuxnet kill chain. The system was then modified to run the centrifuges outside
of safe conditions so they could self-destruct. Additionally, to prevent anyone from suspecting that
something was amiss and allow the malware to continue damaging the system for as long as it needed
to, the malware forced the system to stop alerting plant employees that the plant was operating in
unsafe conditions. Figs. 10, 11 show the high-level kill chain model of Stuxnet [51].

Cyber Kill Chain (CKC) is another way to “decompose” the complex attack and identify the
relevant characteristics, which was described in [43]. The author compared various APT-related
taxonomies, analyzed the various APT campaigns, and proposed a new CKC-based taxonomy. Table 5
lists the techniques used during the life cycle [43] based on the Cyber Kill Chain (CKC).

5 Methodology

As mentioned in the introduction, the current work focused on discussing various APT detec-
tion methods. We used the Preferred Reporting Items for Systematic Reviews and Meta-Analyses
(PRISMA) approach, which involves identifying articles, scanning or selecting articles for relevancy,
filtering, and finalizing the articles. PRISMA approach offers minimal items for studies on a particular
subject. To be more precise, the initial steps under the current work have been as follows:

• The most well-known literature databases, including Scopus, ACM, IEEE Xplore, Science
Direct, and Springer Nature were carefully examined to find relevant articles.

• The following keywords related to the subject of study were combined to query the aforemen-
tioned databases: “Advanced Persistent Threat” AND (“detection” OR “study” OR “machine
learning” OR “supervised machine learning” OR “unsupervised machine learning” OR “graph-
based analysis” OR “ graph-based analysis”) AND “security” AND (“intrusion detection
systems” OR “IDS” OR “anomaly detection”). An additional search term, “APT” AND
“Intrusion” AND “IoT vulnerabilities” OR “APT actors” OR “APT applicable schemes,” was
used to search the literature for Pertinent works by focusing on APT and its detection.

Second, a set of fundamental inclusion and exclusion criteria was used to combine the selection
process results into a list of the papers that were ultimately chosen.

6 Detection Methods
6.1 Detection Based on Attack Step

APT attacks are targeted and operate in stealthy procedures; hence, detecting them in the early
stages is difficult. During the attack process, there are three primary phases: Initial intrusion, Com-
mand & Communication, and Lateral Movement; during these, we have high chances for detection.
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Figure 10: Stuxnet diagram for detailing steps (1, 2, 3, 4) of kill chain

6.1.1 Detection of Initial Intrusion

As part of the APT attack lifecycle, the attacker establishes the entry point into the target network
environment during the initial intrusion. The malware is installed on the susceptible host, creating a
backdoor for additional attack attempts. The method that is frequently employed is spearphishing.
Installing malware on the website that the affected employees are probably going to visit is another
common way of infection. Identifying potentially harmful files or documents is crucial for early APT
defense.
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Figure 11: Stuxnet diagram for detailing steps (5, 6, 7) of the kill chain

Table 5: APT features based on CKC

Attack phase Features identified

Information gathering Social engineering, Web based tools
Initial intrusion Spear phishing: Attached file or link; Media which is

removable; Water hole attack: through malicious DNS or
software

Command & Control Removable media; using protocols (HTTP, FTP, SMTP
DNS, SMTP, POP3, SSH/TLS, Satelite)

(Continued)
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Table 5 (continued)

Attack phase Features identified

Lateral movement Vulnerbilities in existing softwares; SQL injection; Driven by
download; Bootkit; DLL slide loading or hijacking

Attack objective Data destruction or exfiltration

In [52], the authors define advanced persistent social engineering (APSE) as social engineering
in which a sophisticated intrusion continually penetrates the target’s psychological aspect, causing
the target to behave as the attacker intends readily. Authors proposed a framework that captures the
change in human behavior.

In [53], a framework for detecting initial intrusion was proposed based on the analysis of
OpenXML documents. The author used the IOM (Indicators of Malicious) for detecting malicious
files. The proposed framework can see malicious documents automatically and is mutable. The author
achieved better detection accuracy compared to existing methods. The limitation of the proposed
framework is that it cannot process large files.

In [54], a module was presented to detect the distinguished exe files transferred over the network.
The proposed module is based on comparing file name extension and MIME type of file, i.e., it will
detect the files with .exe extension, but the content is not exe. The module processes the network traffic
data of all points and filters the exe files transferred over the network. The filtration is done based
on the content of the files. Finally, the content is verified, and an alert is raised upon detecting a
distinguished exe file.

In [55], the authors presented a methodology for detecting the point-of-entry (POE) in APT
attacks. The proposed algorithm is based on mathematical and computation analysis. The proposed
algorithm searches for specific characters and words called tokens (like click here, free, replica, Viagra)
in the Email. According to the result, spam mail will be distinguished from regular mail. All these
tokens are defined to this detection algorithm before applying this.

In [56], the authors proposed two detection methods for detecting Spear-phishing emails. One is
malicious domain detection, and the other is malicious file hash detection methods. These methods
are blacklist-based methods for spear-phishing email email detection.

In [57], the authors introduced an active learning-based system for detecting PDF files for carrying
the APT attack’s malware code. The proposed system analyses the network traffic data and filters
all PDF files over the network connection. The developed module filters the gathered files into the
malicious and non-malicious base on white-list, repositories of antivirus signatures, and reputation
systems. Finally, it will compare the remaining files’ compatibility and add them to the blocklist or
allowlist for future learning.

In [58], the authors investigated Duqu to detect the malware code used in the initial intrusion.
Duqu is a piece of malware used in the APT attack against European companies. The main goal of this
attack is data exfiltration. This work developed a toolkit for Duqu detection. This toolkit included six
tools, which are grouped into three: file existence anomaly detection, register entries, and file properties
detection and code injection analysis. Some of these tools are very general and can detect the APT even
if there is a change in malware code.
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In [59], the author introduced a detection framework for APT based on the analysis of directory
logs. The proposed method will collect log data periodically and sequential context applied for
behavior analysis. Based on the different behaviors, the probability Markov model is used to detect
malicious behaviors.

6.1.2 Detection of Command and Control Communication

Command and control communication plays a vital role in an attack. The C&C communication is
not just once but regularly multiple times. Generally, it is the first time after initial intrusion and later
for data transfer. The attacker needs to maintain this communication till the end of an attack. This
communication is also essential in other types of attacks like Botnets. Detection of Command and
Control Communication helps to control all types of attacks, including APT. By the analysis of APT
attacks, the following are some of the features identified by the researchers for detecting Command
and Control Channel in APT attack detection:

• Most of the APT attack communication is HTTP-based [60].
• The Domains used for the C&C communication are independent [61].
• Frequent changes in the IP address of urls.
• Communication with unknown domains [62].
• Duration and frequency of communication.
• Low and slow communication [3].

The existing detection methods are based on analyzing HTTP features, DNS features, DNS names,
and multiple traffic types inside the network [63].

Most recently, stealth attacks have deceitfully concealed malicious activity, which uses seemingly
harmless applications to pose as regular connections to well-known online services. These techniques
frequently avoid detection by signature-based techniques or traditional network monitoring because
attackers often conceal Command and Control (C&C) servers within reputable cloud service providers,
giving the appearance of average traffic anomalies. In [64], the authors presented Anteater, an
application-level monitoring system. Anteater creates a thorough profile that describes the expected
traffic patterns for every legitimate software’s network traffic behavior. Anteater effectively identifies
and intercepts the IP addresses linked to unusual program access by closely examining the network
traffic configuration of a program. Tested on a dataset comprising more than 400 million real-world
network traffic sessions, Anteater was deployed in an actual enterprise setting. Anteater’s evaluation
results show a high detection rate of malware injections, with less than a 0.1 percent false positive rate
and an actual positive rate of 94.5%.

In [65], based on DNS traffic, the author presented a novel Deep-Learning-based detection
technique for identifying malicious C&C communication. The DNS traffic data will be gathered, and
pre-processing will be used to classify the data. They then assess the behavior of the processed data
and, lastly, use Deep-Learning algorithms for the assessment. The primary drawback of the suggested
detection method is that it will identify a regular domain name as malicious if an attacker uses one.

In [66], the authors introduced the method of monitoring and detecting APT attacks based on the
unknown domain feature through the analysis of DNS logs and a variety of monitoring techniques.
They achieved this by detecting the C&C channel using the Random Forest algorithm and 25 features.

In [67], the authors suggested a C&C domain detection system based on Domain-graphs. The
suggested approach investigates the connection between IP addresses and domain names. It expands
it to include mapping C&C domain names to detect malicious C&C. The primary constraint of the
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suggested work is that the author should have considered domain name relevance. The proposed
method cannot identify the APT if the attacker’s domain name is identical to the regular domain name.

In [68], the authors introduced a machine learning-based methodology for detecting malicious
domains using an Extreme Learning Machine (ELM). Domain analysis is helpful to experts in
detecting the command and control communication APT. An extreme learning machine is a modern
neural network with a high learning rate and accuracy. The classification is based on the features
extracted from multiple sources. These features are indicative of the association of domains and
malicious activities. The features used for this detection could be more stable and adequate for the
advanced attacker.

In [69], a new algorithm for detecting Advance Persistent Threats (APTs) was proposed based on
a graph model of HTTP traffic. The compromised computer will connect to the command and control
server at fixed or variable intervals, resulting in traces in HTTP traffic data. They build a graph for
HTTP traffic and apply the graph pruning method to detect the APTs.

In [70], the authors proposed a new method for detecting APT malware and malicious C&C
channels based on the DNS logs analysis. The proposed method computes a domain scoring matrix
using Alexa ranking and Virus-Total’s judgment result and identifies the regular domain. Finally, the
anomaly detection algorithm (Global Abnormal Forest) is used for malicious C&C domains.

In [71], the authors proposed a method to examine HTTP-based network traffic to identify
malicious C&C communication channels using Web-request Graphs. A work proposal has been
developed based on the crucial finding that APT attacks will employ HTTP-based communication
and that this type of communication will differ from ordinary communication traffic. They created a
web request graph and filtered out malicious requests based on the dependencies between them. The
author tested the suggested methodology with the help of nine APT attacks. The proposed work’s
drawback is its need to analyze vast network traffic volumes.

In [72], the authors introduced a new feature called Time Transforms for detecting APT attacks
based on malicious payloads. The proposed method assumes that the compromised infrastructure and
C&C server are in periodic communication. This is possible only when the attacker moves deeper inside
the target network environment (Lateral Movement). The authors used machine learning algorithms
to classify network traffic with malicious payloads. The major limitation of the proposed work is that
observation of periodicity in APT is challenging.

A new monitoring system that can detect the domains that are maliciously controlled, based on
bipartite graphs called “ Segugio,”was introduced [73]. The proposed system-generated bipartite graph
for DNS logs. Next, it will extract the characteristics of every node in the graph. Finally, machine-
learning algorithms are applied to categorize the domains controlled by malware. The limitation of the
proposed system is it can detect malware-controlled domains. It is challenging to detect these domains
if they have not been used by the compromised host previously.

In [74], the authors introduced the detection system for the C&C server by combining the
Traditional intrusion detection methods and malicious DNS features. The author proposed a new
security system for detecting the malware inside the network by analyzing DNS traffic and all data
generated in the network. The proposed method reduces the amount of data we need to record and
increases system sustainability. They extracted 14 different malicious features of DNS characteristics
on network traffic and used these extracted features to train the Decision-Tree algorithm to detect
APT C&C domains. Next, HTTP traffic features are used to build the intrusion-detection system.
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Finally, the author sends three detection module results to the reputation engine to detect the infected
IP address.

A novel search engine-based method for finding the C&C server address called “CAFSE” was
introduced in [75]. CA-FSE is composed of five modules: The publish module (PM) is used to publish
the C&C server IPs in several free blog diaries. The search engine assigns indexes to these diaries.
Key Production Module(KPM): when an infected host uses this to produce the MD of data, the
related keywords are transferred to SERPs (Search Engine Result Pages). The noise Item Filter Module
(NIFM) was used to remove the other data except the C&C IP addresses. Finally, the Extraction and
Conversion Module (ECM) will convert the obtained IP address into binary.

A scalable solution for detecting C&C called “Ctracer” was defined in [76], which can process a
large amount of network traffic using Map-Reduce. The proposed solution undergoes three stages:
DestHostIP takes web proxy logs as input and processes them with the help of a feature called “one
malware communicates with multiple C&C” and groups the IPs. In the second stage, source and
destination IPs are clustered based on HTTP features. Finally, the web reputation stage will check
the grouped IPs using external Knowledge.

Most researchers use HTTP traffic-based detection methods since they don’t need signatures [77],
which may lead to a high false rate.

6.1.3 Detection of Lateral Movement

Lateral movement is the most prominent security threat in the network, and according to the
study in [78], an average time of 107 days is taken to detect a suspicious packet.it is a critical step in
the attack process where attackers try to expand the attack by penetrating the network environment.
By successful detection of the lateral movement stage, we may stop the attacker before achieving the
goal. Security experts in [79] described 20 lateral movement techniques currently employed by cyber
attackers. According to an author [79], three general methods can be used to analyze lateral movement:
Path analytics, graph analytics, and clustering.

In [5], an approach for measuring network vulnerability through graph analysis was proposed. The
proposed method is used to detect attacks that use lateral movement and privilege escalation using the
pass-the-hash technique. To detect an attack, they are using the graph metric, which measures how
likely the node is reachable from an arbitrary node to make the network vulnerable. This metric is
calculated during network security authorization, and it is used for detecting attacks such as pass-the-
Hash (PTH).

In addition to increasing the attack surfaces for APT attacks, the new crown epidemic has led more
companies to favor telecommuting for work. Following their initial intranet access, attackers will move
horizontally to accomplish privilege escalation by utilizing server message block (SMB), remote file
sharing (RDP), and other protocols. In [80], the authors proposed a method to detect lateral movement
behavior in an intranet environment by designing a multidimensional detection framework based on
the SMB protocol. This framework identifies the adversary’s attack samples for lateral movement and
combines active trapping and passive scanning with neural networks. By using actual malware samples,
we confirm that the accuracy of neural network detection can reach approximately 90%. The author
evaluates the efficacy of the active trapping technology in a simulated environment. The proposed
method successfully identifies the lateral movement behavior in an intranet environment by utilizing
the SMB protocol, as demonstrated by the experimental results.
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In [81], the authors presented a comprehensive experiment to detect lateral movement. The author
did the experiment on the publicly available APT datasets and evaluated the proposed tool with
prominent results. The limitation of this work is that it needs to be applied to real-time network
environments.

Furthermore, feature development and engineering approaches were employed to create a dataset
that could be used to evaluate the performance of the core Neural Network (NN) supervised
classification system. The NN model contained a multilayered hidden and convolutional NN blend,
including TextCNN, LSTM, and FastText layers. The produced dataset included over 10,000 publically
available harmful malware APT files. In [82], the authors applied various machine learning algorithms
to detect the lateral movements using authentication logs. However, the author was left with a high
false alarm rate due to poor data flow quality.

In [83], authors suggested LATTE, a brand-new graph-based security system for identifying
malevolent lateral motion paths. The graph is intended to handle Windows security events that are
produced by service ticket requests for Kerberos. Computers and user logins are the nodes in the
graph, while computer-to-computer connections and user login events are the edges. The two primary
modules of the suggested system are the forensic analysis module, which creates a graph-based path
rate score to find additional compromised accounts or computers, and the compromised account
or computer itself. The general detection module combines the path rate score with the remote file
extension to filter out malicious paths. The general detection module is also employed to identify
fresh attacks.

In [84], authors proposed a new detection method for lateral movement in APT attacks based
on the traces left by the attacker at the host and network logs for detection. RDP (Remote Desktop
Protocol) is a method for identifying the malicious host based on the traces in network logs. Finally,
machine learning algorithms are used to classify the RDP session logs.

In [85], authors used a host-level process communication graph to determine the reasons for
network connection and proposed a detection framework for lateral movement using distributed data-
fusion dots. In order to detect lateral movement in the system, the connection elements are then
aggregated into a system. In the multi-level fusion hierarchy, the authors used various clustering
techniques to strike a balance between source utilization and fusion structure robustness. In order
to identify any lateral movement, the overhead storage was assessed while the connection causality
was being watched.

In [86], authors proposed lateral movement detection within a network of Bipartite anomaly
scores. They used bipartite graphs to derive the bipartite anomaly scores. Although this method
does not yield a compatible outcome, supervised classifiers with ancillary features have shown
improvement. There are nine types of datasets in the authentication events record. The datasets are
“time, source user, destination user, source computer, destination computer, authentication type, logon
type, authentication orientation” and “success/failure.” The researchers only focused on the first five
data types in this method. The results might be inconsistent if all types are used.

In [87], a multi-stage transferable Markov model was proposed for detecting data exfiltration in
APT attacks. The authors use the probability to predict the impact of the next APT attack action.
To express the attack behavior, the author used the 3-tuple format. The proposed model is beneficial
to security experts for the early detection of APT. The drawback of the proposed model is that the
Author does not consider the dynamic nature of APT-AN (APT network).



2696 CMC, 2024, vol.80, no.2

6.1.4 Detection of Data Ex-Filtration

It is one of the attack objectives. In this, the target may lose their sensitive information. Sometimes,
it may lead to another attack also.

The focus of recent cyberattacks has shifted from disrupting services or causing financial loss
to secretly stealing private information. APTs, or advanced persistent threats, present a severe threat
because of their sophisticated and dynamic attack mechanisms. The static and unadaptable nature of
traditional deep learning techniques for APT detection renders them unfit for addressing the dynamic
and evolving attack scenarios that are frequently observed in uncertain network traffic flows, like
multi-stage APT attacks.

In [88], the authors suggested a framework called APT-DRL, based on the Deep Reinforcement
Learning method for APT detection as a solution to stated problems. This method continually adjusts
to new attack patterns by learning dynamically from interactions with the environment. Performance
assessments show that APT-DRL can create new APT detection policies by efficiently learning from
dynamic network interactions. As a result, APT-DRL outperforms Feed Forward Neural Network
(FNN) models regarding learning speed and accuracy. FNN models are less flexible and adaptable
than the suggested APT-DRL approach.

In [89], a detection method for data exfiltration was proposed based on DNS tunneling. The
proposed method undergoes three phases: first, it collects the DNS log data over a long period; in
the second phase, features extraction is based on the querying behavior of every domain. Finally, they
apply the anomaly-based detection method to classify the malicious and normal domains. The major
limitation of the proposed method is the author only focuses on detecting DNS under low-throughput
conditions.

In [90], an APT detection method was proposed based on the events logs generated by Splunk and
APT extracted features. By analyzing the data, the author defined some features most likely to be in
every APT attack. Finally, the machine-learning tool kit detects data exfiltration based on the specified
characteristics. The limitation of the proposed work is not detecting the special events generated in
long-term APT attacks, detecting the events that may likely be a part of an APT attack.

6.1.5 Evaluation and Comparison

Detecting only one step is not sufficient for the APT attack. The output of these detection methods
wants to correlate with other stages for detecting APT as a whole. Besides, we cannot predict the
current status of attacks inside the network by using single-stage detection. Due to the dynamic nature
of APT, we need an automatic detection system for the initial intrusion phase since it is the entry point
of the attack. We need to analyse the data from multiple network points because the attacker may exist
anywhere and enter from any network edge. Besides, the APT attack involves various compromised
hosts, not one.

Few works are based on blacklisting and whitelisting, anomaly based [2,56,91]. But, APT malware
can hide in the multiple layers of the network. For example, attackers keep changing their malicious
URLs every time, so using blacklisting and whitelisting is insufficient to prevent these types of attacks.
We need a correlation-based or detection method that can process complete network flow analysis
methods for full-fledged APT attack detection.

The APT detection idea is to identify some unique features in APTs and track those features for
detecting the life-cycle stages. The specified features are used for detecting the possible APT attack
inside the network. For this, we need to collect the data from multiple points of the network and
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process it accordingly. Machine learning algorithms such as Decision trees, Neural networks, Deep
learning, etc., help us process a large amount of data in less time. Some are introduced graph analysis
based detection methods [48] and log based detection [92]. Graph analysis can process the high-level
network for advanced attack detection. In this, we need to build the attack graph for the network.
The attack graph is used for identifying the attack path of the attacker. The attack graph path analysis
helps us in the detection of the most critical regions in the network. The following Table 6 summarizes
the existing detection methods along with limitations.

Table 6: Comparison of stage based detection methods

Author Stage Data/Data-sets
used

Method/Approach Limitation

[2] Initial intrusion PDF files
transferred over
network
connections

White lists,
antivirus signature
repository,
reputation systems

The APT attacker can
easily evade by using
other techniques, rather
than malicious PDFs.

[53] Initial intrusion OpenXML
documents

IOM (Indicators of
Malicious) score

Not suitable for large
files.

[54] Initial intrusion Network traffic
data

Based on the
comparison of
MIME type of the
file and its file
name extension

Agent based, able to
detect only one step of
APT attack.

[55] Initial intrusion E-mails transferred
over network

Bayesian spam
filtering is a
mathematical
concept used in
spam or junk mail
filters

There is no guarantee
that the spam email must
include with one of these
tokens.

[56] Initial intrusion Network traffic
data

Blacklist based
detection

Able to detect only
known samples.

[65] Command & Control DNS traffic Random forest
algorithm

Tested with only two
datasets.

[61] Command & Control DNS traffic RIPPER
classification
algorithm

Not able to detect the
command & control
communication when
user is using web.

[66] Command & Control DNS traffic Deep-learning
algorithms

Not able to detect when
malicious domain is
using the normal domain
name.

[68] Command & Control Multi type traffic Machine-learning
algorithms

Unstable and inadequate
in case of advanced
attacker.

(Continued)
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Table 6 (continued)

Author Stage Data/Data-sets
used

Method/Approach Limitation

[69] Command & Control HTTP traffic Graph-based
detection

Very difficult in case of
large amount network
traffic analysis.

[71] Command & Control HTTP traffic Graph-based
detection

Not works with large
network traffic.

[72] Command & Control Multi type traffic Machine-learning
algorithms

Observation of
periodicity in APT is
very difficult.

[73] Command & Control DNS traffic Machine-learning
algorithms

Difficult to detect these
domains if these are not
used by compromised
host previously.

[74] Command & Control DNS traffic Anomaly-detecting
algorithms,
signature-based
algorithms

Not able to detect the
malware relies on
domain.

[76] Command & Control Multi type traffic Map-reduce Centered not on the
internal network but on
the network edge.

[83] Lateral movement Windows process
log data

Graph-based
detection

Consider only windows
operating system events.

[84] Lateral movement Log data Log data analysis,
RDP protocol

Not detect the new
attack patterns; security
experts must manually
design new ones.

[85] Lateral movement Host-level traffic Analysis of host
level process
communication
graph.

Fail to detect, if there are
no behavioral changes in
attack. Focused on the
network edge rather than
the internal network.

[86] Lateral movement Events record Bipartite garaph Author focused on first
five data-types only. The
results might be
inconsistent if all types
are used.

[87] Lateral movement Network log data Markov model Author not considered
the dynamic nature of
APT.

(Continued)
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Table 6 (continued)

Author Stage Data/Data-sets
used

Method/Approach Limitation

[89] Data exfiltration DNS traffic DNS log data
analysis

Author only focuses on
detecting DNS under
low-throughput
conditions.

[90] Data exfiltration LOG data Events log data
analysis

Not able to detect special
events generated in
long-term APT attacks.

[92] Initial intrusion Active directory
log data

Anomaly-
behaviour based
detection

Able to detect only
known anomalies.

6.2 Correlation Based Detection

For detecting long-term attacks like APT, we need correlation based detection echniques. APT is
a combination of one or more attack techniques used across multiple stages. All stage techniques need
to correlate for effective detection of an APT attack.

In [27], a security framework against APT was named OpenIoc. The proposed framework collects
information about APT attacks using compromise (IOC) indicators, finds the techniques, tools,
and procedures (TPs), and models the threat sequence based on IKC. Finally, similarity analysis is
performed, i.e., the similarity between the threat sequence generated and the sequence of known APT
is analyzed; if a match is found, it will raise an alert.

In [62], the authors proposed the “New York security situation awareness model (NSSA)” through
knowledge graphs. Firstly, the vulnerability knowledge graph was constructed based on the vulnera-
bilities (which may be exploited by APT attackers) presented in the current network environment,
and the targeted knowledge graph was combined to assess the current situation. However, it is only a
comprehensive analysis.

The increasing sophistication of cyberattacks in the form of advanced persistent threats (APTs)
has focused much attention on anticipating and countering APT attacks. Attack graphs, Hidden
Markov Models, and Bayesian networks are examples of related studies, but they have four notable
limitations: (i) non-standard attack modeling, (ii) lack of data-driven approaches, (iii) lack of real-
world APT dataset and (iv) high system dependability. In [93], the authors proposed a system-
independent data-driven approach called the Bayesian ATTandCK Network (BAN). In particular,
BAN uses the MITRE ATT&CK® framework to model APT attackers using a Bayesian network that
employs structure and parameter learning. The trained BAN aims to anticipate impending attack
strategies and generate appropriate defenses. Furthermore, preprocess datasets use automatic and
manual labeling to address the problem of inadequate data for APT prediction. Based on extensive
evaluations, optimal parameters that BAN can use to handle APT attacks are demonstrated in
experimental results.

Advanced persistent threats are becoming more sophisticated and frequent—Present-day detec-
tion systems generate alerts based on individual procedure analysis. Since APT attacks seldom consist
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of a single activity, it is necessary to correlate individual alerts to fully capture APT activity and give
operators a better understanding of their situation. In [94], the authors used this to launch preemptive
and focused countermeasures, enhancing security. The correlation engine presented by the author
correlates alarms from standard rule-based systems with one another. They are using an APT scenario
as an example. The author assessed the suggested solution and reviewed this methodology’s benefits
and drawbacks. In the face of sophisticated living-off-the-land attacks or even zero-day exploits, rule-
based systems’ limited informative value must be taken into account due to their quick and easy
implementation, which is an add-on to SIEM.

Because nation-states and sophisticated corporations are increasingly interested in obtaining high-
profile information, there has been an increase in advanced persistent threats (APT). Since APT
attacks use standard benign tools and zero-day attacks, they are typically hard to detect. In addition,
these attack campaigns are frequently extended to avoid detection. To identify unusual activity, in [95],
the authors employed a method that gathers host node execution traces via a provenance graph. The
author extracted the features from the provenance graph and used them to train an online adaptive
metric learning system. Using a deep learning technique called online metric learning, a function to
maximize the separation between dissimilar instances and minimize the separation between similar
classes is learned. Finally, it demonstrated that the proposed method outperforms baseline models by
increasing the true positive rate (TPR) by an average of 18.3% and improving detection accuracy by
11.3%. Furthermore, the proposed approach outperforms the performances of several state-of-the-art
models in extensive attack datasets in binary and multi-class scenarios.

Advanced Persistent Threat (APT) identification and analysis is essential to modern network
security. Provenance graphs, created from audit logs and widely used in the APT detection field,
provide a multitude of contextual information that can be used to identify and analyze threats.
Unfortunately, explanatory capabilities for detection results are often lacking in existing approaches,
adding to the burden on security analysts. Analysts cannot quickly respond to threats when faced
with coarse-grained detection results because they have to dig into audit logs or provenance graphs to
identify attack entities and events.

In [96], the authors proposed a revolutionary attack detection method for APTs called attack
intent-driven and sequence-based learning (AISL), which uses the provenance graph constructed
against the various data. In [97], authors proposed a method for real-detection of APT attacks based
on the causal relationship between the APT stages. Initially, the proposed method analyses the host-
based traffic. It computes the host’s infection score, which defines the likelihood of exposure to an
APT attack. Based on the analysis of meta-alerts generated from security and non-security sensors,
the author discovered the possible IKC of APT against the compromised host.

In [98], for attack detection, the authors suggest a sequence-based learning methodology (SLAII)
that identifies attack intent by methodically integrating pertinent heterogeneous security data. The
author creates a specific network event ontology and first looks into different attack detection data
sources.

The ontology integrates heterogeneous data into a provenance network to guarantee data homo-
geneity. Second, we harness the security expertise of industry domain experts to understand the
purpose of an attack, which allows us to find and exploit features highly connected with advanced
persistent threats (APTs). The author tests SLAII in ten realistic environments using APT attacks.
However, every APT attack has its techniques and customized tools. There is no guarantee that the
proposed method will give promising results for every attack.
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In [99], a detection method for APT was proposed based on the correlation of network events and
operating system events using semantic relationships defined over the system entities. The proposed
method detects malicious events based on the defined event correlations described in the security
policies. The proposed method is not suitable for long-term attacks.

In [100], a novel intrusion detection system was proposed for APT attack detection and preven-
tion. The proposed system undergoes two phases: the first phase is attacking scenario reconstruction;
based on the events identified in the network, it will correlate or link the events related to the APT
attack. The second phase is attack decoding; this phase uses the Hidden-Markov-Model (HMM) to
determine the most likely sequence from given alerts. The proposed system can also predict the most
probable step on behalf of the attack using each stage’s probability.

In [101], they proposed an attack path modeling technique for cloud computing based on a
Bayesian network. The author addressed the APT as a challenging and characterizing attack. Chain
the conditional and marginal probabilities for characterizing the multiple attack paths from the attack
source to the target node. They evaluated the likelihood of the APT attack path and proposed
a Bayesian network-based optimal algorithm for finding the shortest way to target from multiple
sources.

In [102], a new method for correlating APT alerts and logs named APTALCM was proposed.
The proposed method undergoes two modules: Alert Instance Correlation Module (AICM), which will
convert the alerts into ontology instances. The second module is the Log Instance Correlation Module
(LICM), which correlates instances to the various APT steps—through this, the author achieved low-
false positives.

Detecting the APT attacks in the early stages would minimize the damage and chance of
preventing the attacker from achieving the attack goal. For early detection of an attack, In [103],
authors proposed a new machine learning-based detection method for APT attacks called MLAPT.
This system was able to detect the attack very quickly and accurately. MLAPT undergoes three
modules: (1) Threat detection: this module will detect the different APT step techniques and raise
an alert. (2) Early warning detection will link or correlate the alerts and identify early warning that
may relate to APT; (3) Attack prediction, which predicts the probability of attack. The experimental
evaluation of MLAPT achieved an early prediction accuracy of 84.8%. The main drawback of the
proposed work is that the author considered only events generated from the network traffic, but in
APT, a few stages execute the host level.

In [104], a new approach for detecting APT attacks based on the analysis of host-level data was
proposed called HOLMES. The proposed method suggests the host audit data and generates a signal
upon detection of activities of an ongoing APT attack. It used low-level data at the host level, like files
and processes, etc., for alert correlation. The major limitation of the proposed work is that it needs to
consider the system call information ineffective in attacking multiple entry points.

In [105], it proposed a novel APT detection method for SDN (Software Defined Networks).
Based on IKC, the author described the APT attack in SDN as having four stages: The formation-
investigation stage, scan stage, intrusion stage, and revenue stage. The proposed method uses pieces of
evidence left by the attacker in every stage of attack for detection: (1) It will collect data from different
data sources and apply different detection methods to analyze attack behavior. (2) It will calculate the
degree of correlation between the collected attack behaviors and find the attack path. (3) Match the
attack path with the attack tree to discover APT in SDN.
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In [106], they creatively proposed a distributed framework architecture for detecting APT attacks
named DFA-AD, based on multiple parallel classifiers. The proposed framework undergoes three
phases: In the initial phase, the possible techniques used by an APT attack are identified by analyzing
the network traffic data. Various machine learning classification algorithms are used to classify the
events. The second phase is the event correlation module; it takes all the events generated in the first
phase as input, correlates them, and raises an alert upon discovery of the APT attack. The third
phase is the voting service, based on the correlation module’s information, voting among the various
detection methods and triggering an alert on an APT attack—the proposed achieved high accuracy
and effectiveness.

In [107], a static APT detector based on correlation was introduced. The authors considered
that the attacker undergoes five steps, viz., delivery, exploit, installation, command, and control, by
detecting the individual techniques in every step, correlating them, and doing statistical analysis to
detect APT.

In [108], authors have studied several works on anomaly-based methods and proposed a novel
anomaly-based detection method. This work contrasts many other solutions that use a blocklist
approach for detection. Their proposed work utilizes the logs produced by various systems and
components in the ICT Networks as clauses for tracing the system events and dependencies among the
events. Using the event correlation, the proposed solution extracts a model for the detection system,
which is used to detect and distinguish meaningful logs through event classes containing implications
between the events. This system is automatically generated to detect the realistic APT attack.

In [109], the APT attack and its characteristics are described, followed by the author’s suggested
model for describing APT-based attacks. They introduced a new model of attacks in the form of
an attack pyramid. The top of the pyramid represents the attack, and the pyramid side defines the
attack environment. The events generated in the communication connection are recorded through a
security tool. Subsequently, all these events are linked based on correlation techniques. APT attacks are
identified by analyzing integrated events concerning time and environmental conditions. The author
used the MapReduce technique to tackle the problem raised in analyzing large volumes of data. The
limitation of the proposed work is that the author considered only recorded events, and many irrelevant
events are recorded in experimental analysis.

6.2.1 Evaluation and Comparison of Correlation Based Detection Methods

Table 7 shows the summary of some of the existing correlation-based detection techniques along
with their limitations. Here, the correlation between potential APT attack life cycle techniques and
detection methods is the basis for APT attack detection. Most methods use machine learning algo-
rithms, For example [103,101]. However, machine learning methods have high hardware requirements,
and paying attention to dealing with the overhead in computation is essential. Due to the publicly
available assets on APT traffic shortage, researchers rely on synthetic data or construct their simulation
datasets to evaluate their proposed methods. Most of the detection systems ignored the dynamic
behavior of APT attacks.
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Table 7: Comparison of correlation-based detection methods

Author Data/Data-sets
used

Techniques
used

Approach Details Limitation

[27] – Indicators of
compromise
(IOC)

Mathematica
frame-work

l Information
flow analysis,
IOC detection,
Generating the
IKC sequence

No real-time
detection and
not considered
the data
exfiltration

[100] Synthetic
dataset (6000
alerts)

Hidden
Markov model
(HMM)

Attack
pyramid

– Considered only
the events
generated by
special
resources,
Ignored the
attack-scenairo

[101] Data for:
Bayesian Net-
work based
weighted APT
attack paths
modeling in
cloud
computing

Bayesian
Net-works

Attcak-Path Attack path
reconstruction

Comprehensive
study only, left
the detection as
future-work

[103] Matlab’s
Classi-fication
Learner
application is
used to train
the machine
learning
classification
models.

DT,SVM,
K-NN and
Ensemble
learning

MLAPT Threat
detection, Alert
correlation,
Attack
prediction

Considered only
the events
generated by
special
resources.
Incomplete
modeling

[105] Flow tables Evidences left
by the attacker
in every stage

Attack tree Data collection,
Behaviour
analysis,
Correlation of
events,
Attack-path
reconstruction

Dynamic
Behaviour
aolf-attack was
ignored

(Continued)
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Table 7 (continued)

Author Data/Data-sets
used

Techniques
used

Approach Details Limitation

[106] Semi-synthetic
data-sets

SVM, dynamic
Bayesian game
model,
regression tree
and
classification,
and genetic
programming.

DFA-AD Network Traffic
analysis, Events
correlation,
Voting service

No real-time
detection, not
considered the
dynamic
behaviour of
attack

[108] Semi-synthetic
data sets

Whitelist Behavior rule
based detection

System event
logs,
Depen-dencies
finding,
Correlation

For complete
APT attack we
need to analysis
large amount
data over a
period of time,
but the
proposed
method
considered the
specific host
network

[109] Data collected
from security
systems inside
the network

MapReduce Attack-
Pyramid

Threat
Detection,
Attack
correlation

No real-time
detec-tion and
not considered
the data
exfiltration

[110] IDS alerts Links between
the elementary
attacks

Statistical
analysis

Information-
flow tracing,
Alert correlation

Only tested two
APT attacks

6.3 Detection Based on Information Flow and Data Audit

The APT attack can be detected by processing the information flow inside the target network
environment. The collected data can be processed using game theory or flow graphs, which will help
with security Professionals to understand the data flow.

Advanced Persistent Threats (APT) threaten critical industrial infrastructure by exploiting mul-
tiple zero-day vulnerabilities that possess the characteristics of burst, unknown, and cross-domain
characteristics. The conventional wisdom typically establishes a security monitoring platform that
connects remotely to the cloud-based threat intelligence center to thwart APT attacks. But in the real
world, when few victim users are willing to share unfiltered attack samples out of privacy concerns,
such a mentality is irrational. It makes it impossible to detect APT attacks rapidly without giving up
more incentives.
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In [8], the authors introduced the security solution for APT detection based on the honeypots. A
honeypot is a security mechanism used to analyze and detect the attacker on the computer. The major
limitation of the proposed work is that honeypots are passive. It will direct the attacker to the target
without indicating security policies.

In [42], the authors provide a Deep Learning-based network forensics framework for digitally
recognizing and tracing network threats while also offering a detailed overview of the network
forensics procedure. The author used the capture network traffic and encryption to ensure the integrity
and security of data. Following that, the feature filtering techniques were used to preserve critical
traceability information, and the Deep Learning model was used with improved hyperparameter
optimization approaches. Finally, a Multi-Layer Perceptual Deep Neural Network (MLP DNN)
model with perceptual skills to detect strange events in the network. The author tested the framework’s
effectiveness with the UNSW-NB15 dataset. The results show that the suggested framework suits APT
attack forensics scenarios. The proposed system excels at detecting and tracking network attack events
compared to existing AI approaches.

The detection of traditional APT mainly targets a single step; the advantage is prominent in
dealing with short spam attacks and in detecting long-term attacks. We need to keep track of different
attack steps over a long period. In response to this problem, an efficient classification model for
detecting APT was introduced [55]. This classification model uses the malware used by the APT
attack for the evaluation. The proposed model undergoes four main phases. In the first one, they
extract features like CPU usage, open ports, memory usage, and files in the system from the regular
computer. Next, the malware code is injected into the regular system, and the feature extraction process
is repeated. The third phase is the analysis phase—in this training, the machine learning algorithms
with extracted features and finding the accurate ones. The last stage is the testing phase, which extracts
the features from the target system and inputs these features to the proposed classification model. The
model will raise an alert signal upon attack. The limitation of this work is that the rate or accuracy
could be higher in fewer data samples and a long attack period.

In [110], the authors proposed a novel privacy-preserving few-shot traffic detection (PFTD)
technique based on federated meta-learning (FML) to address this problem. PFTD approaches
the APT detection task as an optimization process for model generalization, transferring acquired
knowledge to identify unknown samples in the local area. In FML, client-side models transfer
knowledge through two-phase updates over the query and support datasets, whereas the server-
side model uses model aggregation to acquire global knowledge. These procedures gather relevant
information to fend off APT attacks. Using a novel wisdom, we are able to achieve three benefits:

1. High personalization to cross-domain APT attacks.
2. Low latency detection for removing rules matching process.
3. High accuracy with a small number of attack samples.

Prolonged tests conducted on various benchmark datasets, such as CICIDS2017 and DAPT 2020,
demonstrate the effectiveness of the suggested PFTD.

In [111], the authors address the fundamental ideas of Visual Analytics and puts forth a novel
method for APT attack detection using anomaly and behavior-based analysis. The ultimate objective
is to identify sophisticated cyber threats by combining their distinguishing traits to create a behavioral
pattern that can be visually displayed for examination and analysis. This can be accomplished by
combining highly detailed and dynamic visualization techniques with our Multi-Agent System for
Advanced Persistent Threat Detection (MASFAD) framework.
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The emergence of Advanced Persistent Threats (APTs) has made it more challenging to identify
and understand computer system attacks. In [112], the authors proposed an Intrusion Detection
System (IDS) that uses gradient-boosting algorithms and decision trees to efficiently detect APT
activities at every stage of the APT life cycle. Furthermore, this model produces APT fingerprints
by refining APT stages or attack paths that aid in early APT detection. Dataset APT (DAPT) 2020 is
utilized to evaluate and validate this model. In most APT stages, the suggested model successfully
classified APT activities with an accuracy greater than 97.63. Moreover, the model demonstrated
efficacy in producing APT fingerprints.

The frequency of Advanced Persistent Threat (APT) attacks has increased due to the swift
advancement of information technology. One area of intense concern for power system security
research is the timely and accurate detection and response to these attacks. Currently used traceability
graph-based detection techniques mainly rely on graph matching and label propagation algorithms.
These techniques frequently call for manually created algorithmic rules and specific domain knowl-
edge. However, as deep learning technology develops, less reliance on human intervention becomes
more crucial.

In [113], the authors proposed an Intrusion Detection System (IDS) to effectively detect APT
activities in each stage of the APT life cycle using decision trees and gradient-boosting algorithms.
In addition, this model generates APT fingerprints by optimizing APT stages or attack paths that
help the model with early APT detection. This model is evaluated and validated using Dataset APT
(DAPT) 2020. The proposed model proved that effectively classified APT activities with more than
97.63 accuracy in most APT stages. Furthermore, this model proved effective in generating APT
fingerprints.

In [114], they proposed methods to classify APT attacks by extracting the dynamic features.
Extracted features are tested against the predestined prototypes for classification. The author applied
the framework against two real-time attacks and yielded good results. However, there is no guarantee
that all APT attacks have the same features.

In [115], the Generative Adversarial Network (GAN) and Long-Short-Term Memory (LSTM)
were combined by the author to create a novel detection technique for APT attacks. Attack data
and attack generation module determine this detection method. Using GAN simulation will generate
many attack samples to optimize the discrimination model. The LSTM model ensures the timing
and correlation in the APT attack sequence. Developing attack data using the generative model and
optimizing the discriminant model improves the accuracy and decreases the false positive rate.

The APT malware can be present in the multiple layers of the network. So, continuous learning is
needed to detect these types of attacks. The learning techniques, such as neural networks, perception,
centroids, binary decision trees, deep learning. etc., must be used. In response to this problem, In
[116], authors introduced a novel deep learning stack-based Approach for detecting APT. It is a
theoretical approach. APT is considered a multi-stage and multimedia attack with a continuous
strategic campaign. To detect these attacks, we must analyze entire network traffic data, especially raw
data. We can catch certain behaviors and exceptions by combining different deep-learning methods.

In [117], a method based on machine learning and outlier detection was proposed. The proposed
method uses input as event logs related to processes. The main focus of this work is detecting the attacks
that require domain administrator privilege. Even in cases where compromised accounts are legitimate,
abused processes can still be identified if they are not utilized in regular operations. The malicious
process can be identified in an operational environment by using the outlier detection algorithm. The
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proposed detection method is efficient for mitigating the damage caused by APT attacks because it is
only built-in Windows event logs and is easy to implement in the operational environment.

In [118], a theoretical framework was introduced to characterize information-based APT attacks.
They proposed an entry model that studies how the attacker will select the optimal system in the
network—and then introduced a dynamic model for internal reconnaissance, lateral movement, and
strategic decision of targeted attack.

In [119], a new adaptive genetic algorithm was developed for optimizing the APT attack perdition.
In this work, the authors used a BP neural network optimized by a genetic algorithm to predict the
high-risk node in the network. Sequentially, the proposed algorithm traces the path of the APT attack.

In [120], a new intrusion detection system was introduced based on the patterns generated by active
processes running on the system. The proposed system periodically collects information about every
host’s active processes within the network. The process tree will be constructed using the collected
data, and the anomaly process will be detected depending on the parent-child relationship.

In [121], a new anomaly detection against APT attacks was proposed. The proposed detection
system undergoes two stages: the first stage is the generation of behavior rules, and machine learning
algorithms are used in this stage. The second stage is detecting abnormal behavior; MapReduce
describes features based on large network data and compares these features with the behavior rules
to determine if the host is abnormal.

Advanced persistent threats (APT) is a most sophisticated attack. Due to the attack process’s
dynamic nature, the traditional detection method fails to detect the APT. In [122], many approaches
have been developed to monitor and analyze TCP/IP connections to extract the features that can be
used by machine learning algorithms, focusing on reducing only false positives. However, current work
has a limitation in reducing false positives and negatives. They proposed a new classification algorithm
based on correlated fractal dimensions to reduce false positives and negatives. The algorithm highly
accurately classifies the APT anomalous traffic using feature vectors obtained through the TCP/IP
session information analysis.

In [123], they introduced a new framework for APT detection. The proposed framework has
five modules: Network-traffic re-direction module, User-Agent, Reconstruction module, Dynamic
analysis module, and Decision module. The network traffic modules collect the traffic generated at
the various points of a network and redirect it to the reconstruction module. The user agent module
gathers auxiliary information like mouse movements and process information. The redirected network
traffic is reconstructed at the reconstruction module based on regular traffic generated at the host. The
dynamic analysis module detects his malicious behavior based on the user agent’s information and
reconstruction module. The decision model makes the final decision according to pre-defined criteria.

In [124], authors considered a few characteristics (encrypted communication, long period, and
imitating the expected behavior) for APT attack detection. The proposed method detects the most
suspicious host that may be involved in APT attack activities using the ranking system. Therefore,
the proposed approach is based on detecting abnormal behavior by network traffic analysis. After
data analysis, ranks are assigned to suspicious nodes inside the network; due to this, expert analysis’s
workload also decreases. We can find the host possibly involved in data theft and other attack activities
based on ranks. The proposed detection method will also work with encrypted communication. The
proposed method requires flow collection and storage, Feature-Extraction, Feature-Normalization,
and Spaciousness Ranking. The limitation of this approach is they ignored the attack attempts.
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In [125], a comprehensive study of attack path modeling in the cloud environment was presented.
The author characterized the attack paths based on the attack paths generated by the APT attacker for
exploiting the network. Next, they calculated the conditional probability of attack-paths generated.
Based on the value, they evaluated the likelihood of an APT attack in the generated attack path. The
author used the optimization algorithm to find the shortest path from various sources and Bayesian
networks to find the shortest APT attack path. However, detection is left as future work.

To detect a possible APT attack, In [126], authors proposed a system that analyses the information
on the host side to detect the targeted attack. They used clustering techniques for grouping the systems
according to their behavior concerning resources they have access to and requested (e.g., drive-by
download, exploit kits). They correlate the information about the industry and location from which
these systems operate to discover the attack. They implemented a novel system called SPuNge, which
works in two phases: In the first phase, it will analyze the host traffic and identify malicious activities,
and in the second phase, it will detect the system that performs a similar activity.

6.3.1 Evaluation of APT Detection Methods Based on Information Flow and Data Audit

Table 8 shows the summary of some of the existing detection techniques based on information
flow and data audit along with their limitations. Regular monitoring and detection mechanisms and
traditional detection and prevention methods are ineffective for detecting APT attacks due to their
diversity, latency, and concealment. Therefore, new APT detection technology and techniques are
needed. The proposed attack detection methods mainly focus on mainstream analysis and machine
learning algorithms. However, machine learning methods require high hardware, so we need to plan
how to deal with computation overhead. Generally, machine learning methods have three main
modules: collecting the data, extracting features, and testing. Evaluating the APT detection methods
requires data sets from real-time attack scenarios, and performance evaluation and comparison are
much more complex than other computer science domains. The collected data cannot be used directly
for the model evaluation. Therefore, data prepossessing and feature extraction are necessary. The
extracted features of an APT detection solution do not need to be practiced in other solutions. Usually,
the problem formalization influences this task, and determine the type of features that need to be
extracted and selected.

For example, when processing the log data, the extracted features are unrelated to those extracted
from malware behavior or network traffic. In [23], the authors listed some features associated with APT
stages and related techniques. Social engineering-based detection techniques partially rely on social
knowledge and publicly available data to identify early attacks. Attackers can use this information
to trick others by making false claims and using various deceptive methods, making an attack much
more likely. The information flow analysis-based detection technique looks for anomalies in the data
flow. To circumvent detection, APT attackers frequently employ covert tactics to alter their network
communications or blend in with regular network data streams. However, flow anomaly detection is
limited by the abundance of data sources.

In [26], the authors describe the characteristics of APT traffic, the tools used for detecting network
breaches, and the preventive measures against APT. As mentioned above, APT is a big challenge to the
current intrusion detection prevention systems (IDPs) in real-time detection. Additionally, the APT
attack was conducted over a long period. This makes the correlation of alerts a challenge to the current
detection systems. In addition, if we miss one or more steps of an APT attack, it is easier to analyze
the full APT attack. The existing correlation-based solutions need to improve in APT detection.
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Technological growth with increased data, computational power, and the rapid development of
innovative AI methods are rapid. According to the analysis [127], by 2025, 85% of enterprises and 70%
of the population will be deployed to the cloud, and 12% of homes will be smart homes, creating a
$100 million market by the year. Still, APT attacks are included, and with the help of AI technology,
attackers will develop their attack tools and techniques. Then, detection and defense became more
difficult.

Table 8: Comparison of data (Network tarffi, logs, etc.) audit based detection methods

Author Algorithm Method Approach Limitation

[116] PCA, SVM, NB,
DT, MLP

Early discovery of
APT

Dataset pre-processing Uncomputed time
complexity.Dimensionality

reduction
Classifier

[118] – MATHEMATICAL
MODEL

– Not applicable to
real-world data, not
considered the
data-exfiltration
stage.

[120] Parent-child
relationship

Process-tree
construction

Host-side network
traffic analysis

Host-based solution.

Active processes
collection
Process tree
construction
Anomaly process
detection

[123] - Detectingmali-
cious
behaviors

Network traffic
redirection

Suitable to detect
passive attacks.

User agent
Reconstruction,
Dynamic analysis

[124] Ranking of host
which is possibly
involve in data
exfiltration

Detection of attack
signature

Detection of abnormal
behaviours based on
network traffic analysis

Attack attempts are
ignores to simulate
the normal
behaviour,
Generality is
missing.

[128] SVM One-to-one
network Intrusion
detection for APT

Collection of network
information, SVM
parameters, Ant-colony
algorithm

Not suitable for
lingsequences, able
to detect only certain
type of behaviour
anlamolies.Optimal network

Intrusion detection

(Continued)
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Table 8 (continued)

Author Algorithm Method Approach Limitation

[129] Machine learning
algorithms

detecting the
attacks which need
domain
administrator
privilege

– Possibility of false
detection, upon
regular usage of
valid tools and
accounts by attacker.

[130] K-NN and
correlation fractal
dimension

Fractal based
anomaly detection
using outlier
detection

Combined Packet
capture

Malicious
classification is very
hard.Feature vector

extraction
Noisy removal
Classification

[131] LR, GNB, DTM,
RF, and LB

RDP-based LM
detection

Pre-processing of
dataset
Defining metrics
Apply ML algorithms
Result comparision

In case of less
number of data
samples and long
attack period, the
rate or accuracy is
low.

7 Countermeasures of APT for Prevention

Due to the advanced nature of APTs, only some solutions give adequate protection. The best prac-
tice is to use security countermeasures, resulting in multi-layered protection. Some existing solutions
must be re-engineered to detect APT attacks, leading to additional research. For example, while genetic
algorithms have proved the most suitable solution for malware detection, their applicability in a large
dataset is the subject of further study.

Many organizations recognized the severity of APT attacks. The APT attacks have no rules. It
reaches the goal using multiple attack vectors. The attackers have a specific target and use advanced
tools to exploit the network’s vulnerable holes in the best method possible. The APT attacker attackers
will keep hitting the organization’s systems silently until they eventually succeed. This is because
people manage these networks, and we all know that employees are the most vulnerable point of the
organization. Often, organizations cannot determine possible reasons for the attack after spending
too much time on their security infrastructure.

We need to deal with them effectively since APT attacks are targeted and advanced, and we
must follow a strategic and systematic approach. When an APT compromises an organization, it
implies that the attack was very advanced. The likelihood of being discovered by attackers will
be significantly decreased if you patch your network regularly and ensure your staff members are
adequately trained. Specifically, we need to analyze the security solution inside the network and
establish the countermeasures. The following are some countermeasures against the APT.

• Educating the employees about the need for security is the first step toward preventive measures.
All the organization’s employees should be educated to enhance the need for security.
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• Restrict the employees to the organization domain to access the social engineering sites to
prevent personal information sharing.

• Avoid revealing sensitive information during press releases and product catalogs.
• The APT attacker starts the attack by compromising the vulnerable point of the network.

According to the study [44], most APT attacks are based on known exploits. Therefore, it is
essential to apply patch dispatching as early as possible after the vulnerability report released
report is released.

• Control the access rights of sensitive information and categorize the access rights according to
the type of information.

• Security systems like IDPs, anti-virus, and anti-malware solutions must be installed and updated
regularly.

• Ask the employees to use only authenticated software and tools.
• Update the current security solutions inside the network according to the APT attack behaviors.

It is essential to manage the necessary control systems like ISO-2700, PIMS, and ISMS [132].
• Network separation helps prevent internet-based malware infections and data leakage.
• Develop and execute security policies to control the information that the employees could share.
• Firewalls on a network should be capable of identifying probes an attacker sends to look for

vulnerabilities. Thus, if the firewall is equipped with a particular ruleset, it should perform a
state-full inspection.

• Unused ports of the network must be closed. Only needed ports are kept open, as the intruder
will try to enter through any open port.

• Implement the group policy security option, “additional restrictions for anonymous connec-
tions.”

• The best countermeasure against brute-force attacks is eliminating passwords and using a
separate authentication form such as smart cards or biometrics.

• Restrict the employees to interactive logins and access to system programs that users do not
require, such as cmd.exe, privilege use, auditing events such as account login, and system events.

• Do the regular back of all critical data, excluding the binaries, and perform a new installation
from a trusted source.

• The network systems must be monitored at multiple points and levels.

Along with these countermeasures, authors [23] described the various monitoring, deception, and
mitigation methods for APT defense.

8 Future Opportunities

Due to the dynamic nature of the APT attacks, cyber-security solutions are challenging, and
defending against these advanced attacks is difficult. This section describes the various difficulties of
protecting against APT attacks. The organization has a robust security system; the advanced attackers
build their custom malware to bypass these security systems. APT attacks are long-period attacks with
a combination of different techniques. To detect these types of attacks, we must identify and correlate
individual events over a long time. Since APT attacks spend considerable time in each stage, some
solutions exist for each attack, and only some still need to be explored. A spear-phishing attack is a
commonly used method in the initial intrusion phase of the attack—the timely detection and removal
of this type of email prevent the APT attack in the early stages. To detect file-less malware attacks,
we need detection methods based on behavioural analysis techniques—detecting attacker movement
inside the organization, which looks like legitimate system behaviour. Generally, hackers communicate



2712 CMC, 2024, vol.80, no.2

with each other through forums called dark-web forums. These forums help hackers exchange their
ideas, tools, and plans. Research in this area has the potential for a robust social influence [23].

Another critical challenge in the APT defense system is detecting data exfiltration in the organi-
zation with cloud services. It is simple to detect the data exfiltration in the organization without cloud
services. A strong correlation is required to design a defense system in a cloud computing environment.
The attack methods leave little pieces of evidence at each stage of an attack. For example,file-less
malware is called an in-memory attack; these are not file-based but can trace the attack using these
methods. Some APTs may go overlooked by one or more stages, so detection solutions proposed from
the start to the end of the attack using advanced techniques are challenging.

9 Conclusion

This survey presented a comprehensive introduction to the APT and background knowledge
about the APT attack process. We gathered information about how attackers and various techniques
were used to conduct the APT. We analyzed the real-time APT attacks conducted to give a better
understanding.

Also, we provided technical background on current API detection and mitigation approaches
along with limitations and comparisons. Lastly, we highlight the shortcomings and restrictions found
in the body of current research, clarifying the difficulties and suggesting areas for further investigation.
We aim for this survey to be applicable to academia and industry to protect against the Internet
community from APTs.
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