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ABSTRACT

In this paper, considering the cost of base station, coverage, call quality, and other practical factors, a multi-objective
optimal site planning scheme is proposed. Firstly, based on practical needs, mathematical modeling methods were
used to establish mathematical expressions for the three sub-objectives of cost objectives, coverage objectives, and
quality objectives. Then, a multi-objective optimization model was established by combining threshold and traffic
volume constraints. In order to reduce the time complexity of optimization, a non-dominated sorting genetic
algorithm (NSGA) is used to solve the multi-objective optimization problem of site planning. Finally, a strategy for
clustering and optimizing weak coverage areas was proposed. In order to avoid redundant neighborhood retrieval
during cluster expansion, the Fast Density-Based Spatial Clustering of Applications with Noise (FDBSCAN)
clustering method was adopted. With different sub-objectives as the main objectives, this paper obtained the
distribution map of weak coverage areas before and after the establishment of new base stations, as well as relevant
site planning maps, and provided three planning schemes for different main objectives. The simulation results show
that the traffic coverage of the three station planning schemes is above 90%. The change in the main optimization
objective will result in a significant difference between the cost of the three solutions and the coverage of weak
coverage points.
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1 Introduction

With the rapid development of information technology and the increasing demand of users for
communication networks, 5G technology has been widely put into practical application, opening a
new chapter in the field of communication. However, with the advent of this new era, we also face a
new set of challenges. The significant expansion of wireless communication bandwidth and the relative
reduction of base station coverage has led to the dilemma of “weak coverage” in many existing antenna
layout areas, which not only affects the strength of the signal and the clarity of the call but also causes
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serious interference to the daily life of local residents. Given this, there is an urgent need for rapid
deployment of base stations in “weak coverage” areas to eliminate these adverse effects [1–4].

Base station location, as a key link of base station network planning, its importance is self-evident.
Reasonable base station layout can not only improve the coverage of communication network, but also
effectively save construction costs, reduce the difficulty of construction, and provide convenience for
subsequent maintenance and management. Therefore, when determining the location of base stations,
we must consider many factors such as coverage, cost-effectiveness, and base station utilization. How
to find the best balance point among various considerations and achieve global optimization is the
main problem that we need to further study and solve in the process of base station location [5,6].

Early mobile communication network site planning is relatively simple, mainly the unified design
of regional systems. In 2010, Khalek et al. [7] explored the problem of minimizing the transmission
power of base station (BS) under the constraint of downlink signal-to-noise ratio (SIR), so as to
obtain the optimal BS deployment scheme for a given user distribution area. By defining a continuous
component, the problem is reduced to a continuous modeling-constrained optimization problem. A
BS deployment algorithm based on continuous elimination is designed, and the effectiveness of the
algorithm is verified by experiments in different scenarios.

With the popularization of 4G and 5G mobile communication systems, the implementation of
small cells with lower power consumption has complicated the site planning of mobile communication
networks. Un et al. [8] adapted the 3D ray tracing method to evaluate the received power levels on a
university campus. They achieved a good coverage range using fewer base stations (BSs) and optimized
the relevant parameters of their transmitting antennas. Simulation results verified the effectiveness of
the design, with the coverage rate exceeding 83.2%. However, the coverage remained unsatisfactory.
Unlike mobile communication systems in urban areas [8], Akhter et al. [9] studied the planning of
new small base station networks, considering geographical terrain changes and urban geographical
characteristics. They proposed a deployment scheme to ensure coverage while meeting the transmission
characteristics of BS transmitting antennas. Jia et al. [10] focused on the minimum power base station
planning scheme under the constraint of cell load balancing, taking into account the non-uniform LTE
(Long Term Evolution) service distribution in the entire coverage area. They first estimated the optimal
number of sites and then determined the position of each base station within this range by iteratively
solving the convex problem, thereby minimizing the power consumption of users and base stations.
Simulation results demonstrated the effectiveness and convergence of the algorithm. Yang et al. [11]
further considered the limitations of radio power, baseband power, and cooling system loss, proposing
a mathematical model for the evaluation index of BS planning. They adopted a base station number
search algorithm and a cell site planning scheme with a fixed cell number. Simulation results showed
that the suboptimal solution of the algorithm could effectively address the optimization problem.
Zhang et al. [12] studied a 4G site planning scheme considering interference factors and proposed a
site reuse scheme that balanced site attributes and coverage efficiency. The simulation results verified
the rationality of the scheme, further improving the accuracy of 4G network planning.

The authors in [13,14] further studied the site planning schemes for 4G LTE. Considering mul-
tipath noise and non-line-of-sight (NLOS) environments, Zhang et al. [13] proposed a single-station
positioning method based on the joint estimation of time of arrival (TOA) and angle of arrival (DOA).
Simulation results indicated that the proposed method outperforms traditional multipath site planning
schemes. Rahmatia et al. [14] investigated site optimization based on 1800 MHz frequency division
duplex (FDD) modulation technology. Using Atoll network simulation software to perform multiple
measurements, including link budget calculations and final signal quality comparisons of existing and
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new site data, they achieved cell coverage of more than 93.9%. However, the classic methods based on
TOA and DOA mentioned above are affected by factors such as propagation interference, resulting in
limited positioning accuracy and suboptimal base station planning effectiveness.

The advent of the 5G era has introduced several challenges, such as the expansion of wireless
communication bandwidth and the reduced coverage of base stations. Kang [15] proposed a site
planning strategy within a co-construction and sharing scenario. By evaluating data from 4G oper-
ations and 5G network simulations, they selected candidate sites using entropy weight scoring. These
candidates were then assessed based on overall planning layout, property information, and other
special needs to determine the optimal construction site. Considering the characteristics of mobile
communication nodes and complex terrain affecting communication signals, Yan et al. [16] proposed a
site selection planning method for mobile communication systems in wireless broadband mode under
irregular terrain conditions. Simulation results indicated that this method could reduce the risk of
effective coverage loss and communication interruption. The improved algorithm ensures diversity
in the optimization process and enhances the optimization effect, while scene parameters and user
preferences impact the final planning results. Ding et al. [17] aggregated the base station coverage
area, traffic volume, and construction cost into single objectives, using a particle swarm optimization
algorithm to solve the 5G base station planning problem. However, the aforementioned base station
positioning and planning schemes, based on modern intelligent computing algorithms, are difficult to
apply in engineering practice due to their high computational complexity.

In recent years, heuristic algorithms have made great progress in solving optimization problems
[18,19]. Among many algorithms, the Seagull optimization algorithm (STOA) has shown remarkable
optimization effect by its unique idea, that is, by simulating terns’ foraging behavior. In order to further
promote the construction of 5G network, Luo et al. [20] studied the location problem of base stations
under various constraints in-depth, successfully constructed a multi-objective programming model,
and efficiently solved the model by using an accelerated genetic algorithm based on real number
coding. In order to display the results intuitively, they also cleverly used Python and ArcGIS software
to visualize the results.

In the field of Internet of Things (IoT), Maia et al. [21] focused on the effective utilization of edge
computing resources. They comprehensively consider the load distribution and layout problems and
strive to improve the overall service level while minimizing the limit of edge computing resources and
other conflicting goals. Aiming at the computational complexity of the optimization problem, they
proposed a multi-objective genetic algorithm based on an initial artificial intelligence (AI) solution
and experimentally verified that this scheme performs well in both running cost and service availability,
outperforming other benchmark algorithms.

Yu et al. [22] have also made remarkable achievements in the field of wireless sensor network
planning. They propose an improved STOA algorithm based on a multi-strategy approach, which
significantly reduces positioning errors by optimizing anchor node positions and hops, thereby
improving the efficiency of network planning.

Process knowledge-oriented autonomous evolutionary Optimization (PKAEO) is a cutting-edge
optimization method that is based on evolutionary computation and utilizes process knowledge to
guide the autonomous evolutionary optimization process. Zou et al. [23] believed that simplifying
various engineering problems into constrained multi-objective optimization problems is an effective
way to solve the problems. They proposed a constrained multi-objective autonomous evolutionary
optimization method guided by process knowledge, and successfully applied it to the coal mine
integrated energy system scheduling optimization problem, and achieved remarkable results.
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This paper presents an optimal site planning scheme under multiple objectives. First, the cost
target, coverage target and quality target are determined and the relevant mathematical expressions
are given. Then, combining the constraint conditions of the threshold and traffic volume, the multi-
objective optimization model is established. Considering that the original data set is too large, the
solution space is too large, and the traditional optimization method has the problems of occupying too
much memory and requiring too much computing power, which is difficult to overcome in practical
operation. Finally, the multi-objective optimization strategy based on the Non-dominated Sorting
Genetic algorithm (NSGA) is selected to solve the problem. Finally, the distribution map of the weak
coverage area before and after the new base station is established, and the relevant site planning map
(“main cost”, “main coverage area”, “cost + coverage area”) is obtained by taking different sub-
targets as the main targets. The simulation verifies the specific values of cost, traffic coverage, and
weak coverage point coverage for three types of planning.

To further improve the time complexity of the algorithm, a strategy of clustering first and then
optimizing for areas with weak coverage points has been proposed. Firstly, through the analysis of
DBSCAN (Density-Based Spatial Clustering of Applications with Noise) clustering, it is found that
its time complexity is as high as O

(
n2

)
which has certain requirements on computing power. Then, to

avoid redundant neighborhood retrieval during the clustering expansion process, we creatively adopted
the Fast DBSCAN (FDBSCAN) clustering method and reduced the time complexity to O (n).

The main contributions of our work can be summarized as follows:

• Three sub objectives that have a significant impact on base station planning have been identified,
and a site planning scheme based on multi-objective planning has been proposed.

• A non-dominated sorting genetic algorithm is innovatively adopted in solving multi-objective
optimization problems for site planning.

• A DBSCAN clustering method based on DBSCAN has been proposed to significantly reduce
algorithm complexity.

2 Mobile Communication Network Site Planning Model
2.1 Problem Analysis and Model Hypothesis

There are many interference factors in base station planning. This paper mainly takes distance as
the main evaluation indicator. For the convenience of considering this issue, we make the following
assumptions without affecting the accuracy of the model:

• Assuming that the area to be covered is flat without extreme terrain.
• Not considering the impact of human intervention on base station construction.
• Not considering the impact of natural factors on base station signals.

2.2 Model Building

The planning of the mobile communication network BS needs to consider many factors, and this
paper selects three representative target indicators: cost, coverage, and communication quality.

• Cost Objective

The planned investment of the base station accounts for about two-thirds of the total investment
of the whole network. Therefore, the low cost can effectively reduce the total investment of the network
and enhance the competitiveness of communication enterprises. The cost considered in the base station
planning is mainly due to the link of base station construction. Without considering external factors
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such as terrain differences, the cost of each base station construction is fixed, and the type selection
and quantity of base station construction become the two most important factors in establishing the
best scheme. That is, on the premise of ensuring the total traffic volume, coverage rate, and network
quality, the minimum number of base stations should be sought, and on this basis, the micro-base
stations should be used preferentially.

• Coverage Objective

The coverage goal is to require the base station to cover all users in the micro-coverage area as far
as possible to ensure the communication quality of all users. The base station has a fixed coverage area
d, and the coverage area of each base station can be approximately abstracted as a circular area with
the planned point P0 (x0, y0) as a circle and d as a radius. So the coverage objective is that the coverage
area of the base station contains as many weak coverage points as possible.

• Quality Objective

The quality objective is to reduce signal interference between different base stations. Because
spectrum is a scarce natural resource, 5G networks reuse some of it. This leads to the inevitable
interference of the same frequency link when the spectrum is shared between systems. Therefore, when
the demand point communicates with one base station, it is bound to be interfered with by other base
stations.

Faced with a large number of new base stations, the cost of network optimization and construction
is very large, so it is an important goal of base station site planning to reduce the construction cost as
far as possible under the condition of satisfying the coverage. The principle of base station selection is
to meet the threshold requirements and give priority to hotspots with high traffic volume.

The optimization objective function is expressed as follows:

min F (X , Y) = aF1 (X , Y) + bF2 (X , Y) + cF3 (X , Y) (1)

In the above equation, F (X , Y) is the objective function, and X (X ≥ 1) , Y (Y ≥ 1) are the
optimization parameters, respectively representing the number of macro stations and micro-base
stations. The sub-objective function F1 (., .) , F2 (., .) , F3 (., .) corresponds to the cost objective, coverage
objective and quality objective, respectively. a, b, c respectively represents the weight of the three sub-
objectives in the objective function.

A. Cost objective function

F1 (X , Y) represents the cost of building X macro stations and Y micro base stations. α represents
the multiple of the cost of macro stations compared with the micro base stations. The function is
expressed as follows:

F1 (X , Y) = αX + Y , (X , Y ≥ 0) (2)

B. Coverage objective function

F2 (X , Y) represents the number of uncovered weak coverage points in the construction of X
macro stations and Y micro base stations. The function is expressed as follows:

F2 (X , Y) = N −
(

X∑
i=1

Coveri +
Y∑

j=1

coverj

)
(3)
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Coveri represents the number of weak coverage points covered by the ith macro station, coverj

represents the number of weak coverage points covered by the jth micro-base station, and N represents
the total number of weak coverage points not covered.

C. Quality objective function

In order to measure the degree of signal interference, the variable U is introduced to represent
the weak coverage point, T is the communication base station of the weak coverage point U , rT is the
signal coverage radius of the base station T , ET is the lowest value of the signal strength covered by the
base station T in the weak coverage point, namely the threshold, dT ,U is the actual distance between
the base station T and the weak coverage point U . The definition of ET is as follows:

ET = 5

(rT + 1)
2 (4)

The formula for the signal intensity released by the base station T against the weak coverage point
U is as follows:

ET ,U = 5(
dT ,U + 1

)2 (5)

The “5” appearing in formulas (4) and (5) is the coverage coefficient, which is usually a constant
[24]. The variable T ′ is introduced to represent the base station using the same frequency band as the
base station T . When ET ,U ≥ ET ′ ,U , ET ,U ≥ ET , and ET ′ ,U ≥ Er, the base station T ′ will cause signal
interference to the weak coverage point U , while Er is the lowest value of the signal strength covered
by the base station r. The signal interference ϕ (U) received by the weak coverage point U is expressed
as follows:

ϕ (U) =
∑(

ET ′ ,U − ET

)
, where ET ,U ≥ ET ′ ,U , ET ,U ≥ ET , and ET ′U ≥ Er (6)

The effect of building X macro stations and Y micro base stations on the signal quality of base
stations can be expressed as follows:

F3 (X , Y) =
X∑

M=1

∑
m=1

(
EM,Um − EM

) +
Y∑

N=1

∑
n=1

(
EN,Un − EN

)
(7)

where EM,Um is the signal intensity released by the Mth macro station to the weak coverage point Um,
and Um is the mth weak coverage point of the macro station interference. Similarly, EN,Un represents
the signal intensity released by the Nth macro station to the weak coverage point Un, where Un is the
nth weak coverage point of the macro station interference.

The constraint conditions are considered from two aspects: distance threshold requirements
between base stations and traffic demand. For distance threshold requirements as follows:√

(xm − xn)
2 + (ym − yn)

2
> L0, (0 < n < m ≤ m0) (8)

where x and y respectively represent the corresponding values of the horizontal and vertical coordi-
nates of a point. We numbered all existing base stations and planned new base stations in order of
coordinates, and there are m0 base stations in total. This formula indicates that the distance between
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all stations does not exceed L0, that is, the distance threshold is L0. For traffic demand as follows:∑
j=1

Mj∑
i=1

Ni

× 100% ≥ β, (i = 1, · · · , N, j ≥ 0) (9)

where N represents the traffic volume, Ni represents the traffic volume of the ith weak coverage point,
and Mj represents the traffic volume of the jth weak coverage point in the weak coverage point set
covered by the newly built base station. This formula expresses the requirement that at least β of the
total traffic volume of the weak coverage point should be covered by the planned base station.

Finally, the target function, namely the fitness function, can be obtained:

min F (X , Y) = aF1 (X , Y) + bF2 (X , Y) + cF3 (X , Y)

s.t.

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

√
(xm − xn)

2 + (ym − yn)
2
> L0, (0 < n < m ≤ m0)∑

j=1

Mj∑
i=1

Ni

× 100% ≥ β, (i = 1, · · · , N, j ≥ 0)

(10)

3 Solution of Site Planning Model

This section focuses on solving the optimization problem of formula (10). This problem is a non-
deterministic polynomial (NP)-hard problem, and it is not easy to get good results with conventional
methods. Therefore, we try to use a genetic algorithm to solve it. In order to further reduce the
computational complexity, a simplified optimization method based on clustering is proposed.

3.1 Multi-Objective Optimization Based on Genetic Algorithm

In order to reduce the time complexity of optimization as much as possible, regional clustering is
carried out according to distance considering the weak coverage points. On the basis of the DBSCAN
algorithm, we innovatively propose the FDBSCAN clustering algorithm, which can accelerate the
clustering speed and reduce the time complexity by avoiding the redundant retrieval of the neighbor-
hood in the process of cluster expansion. According to the clustering steps of FDBSCAN, Python was
used to determine the reasonable algorithm and cluster analysis was conducted.

Fig. 1 is a flow chart of NSGA. The core technology of NSGA is racial stratification and shared
niche technology. Racial stratification refers to the non-domination stratification of the population
by using non-domination ranking algorithm, assigning virtual fitness value, and then carrying out the
following genetic operation, aiming at the characteristics of fitness difficult to be directly determined
in multi-objective problems. The second type of shared niche technology redesigns virtual fitness on
the same non-explicit layer while maintaining a uniform distribution of Pareto optimal solution sets.
The NSGA algorithm adopts the principle of non-explicit sorting and shared niche technology to
determine the adaptation of individuals. The genetic operation follows the steps of the basic genetic
algorithm, and the replication, crossover, and mutation operators are the same as the basic genetic
algorithm.
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Figure 1: The flow chart of NSGA

1) Racial stratification

The purpose of racial stratification is to assign virtual fitness values to all individuals in the pop-
ulation. For finding the minimum objective function F (X , Y) = (F1 (X , Y) , F2 (X , Y) , F3 (X , Y))

T ,
the population size is n.

Set i = 1

while j = 1, 2, · · · , n and j �= i, the dominant and non-dominant relationship between individual
(Xi, Yi) and individual

(
Xj, Yj

)
is compared according to the above definition.

If no individual
(
Xj, Yj

)
is superior to (Xi, Yi), then

(
Xj, Yj

)
is marked as a non-dominant

individual.

Set i = i + 1 and go to step (2) until all non-dominant individuals are found.

The set of non-dominant individuals obtained through the above steps is the first non-dominant
level of the population. Then, ignoring these labeled non-dominant individuals (i.e., these individuals
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will not be compared in the next round) and following steps (1)–(4) again, the second level of the
non-dominant layer will be obtained. And so on until the entire population is stratified.

2) Adopt shared niche technology

In order to maintain the diversity of the population during the evolution process, NSGA
introduced the shared niche technology. Suppose that there are np individuals on the p-level non-
dominant layer, and the virtual fitness value of each individual is fp.

Calculate the Euclidean distance between individual (Xi, Yi) and individual
(
Xj, Yj

)
, both belong-

ing to a non-dominant layer:

dij =
√√√√ l=m∑

l=1

(
Fl (Xi, Yi) − Fl

(
Xj, Yj

)
Fu

l − Fd
l

)2

(11)

where m is the number of targets, and Fu
l and Fd

l are the upper and lower bounds, respectively.

The sharing function is a function that represents the closeness of the relationship between two
individuals. The sharing function sh

(
dij

)
between two individuals (Xi, Yi) and

(
Xj, Yj

)
is expressed as

follows:

sh
(
dij

) =
⎧⎨
⎩ 1 −

(
dij

σshare

)α

, dij ≤ σshare

0, dij > σshare

(12)

where the value of σshare represents the similarity between (Xi, Yi) and
(
Xj, Yj

)
. dij represents the

Euclidean distance between individual (Xi, Yi) and
(
Xj, Yj

)
. α is used to adjust sh

(
dij

)
. It can be seen

that the larger sh
(
dij

)
shows a closer relationship and greater similarity.

Then we calculate the cumulative similarity between the node i and all other nodes, which is called
the sharing degree ci:

ci =
np∑

j=1

sh
(
dij

)
, i = 1, 2, · · · , np (13)

Calculate the shared fitness value of the individual (Xi, Yi):

f
′

p (Xi, Yi) = fp (Xi, Yi) /ci (14)

Similarly, we can calculate the fitness of all individuals under the condition of niche, thus
improving the diversity of the population during evolution, because the fitness of a population with
high similarity will be appropriately reduced.

3.2 The Idea of Clustering

In the actual solution, the large amount of data brings a series of problems such as the number
of iterations, high memory requirements, and long running time. After trying, it is found that it is
difficult to solve the problem successfully in a short time by using the traditional mathematical model,
so some intelligent algorithms are selected to search for optimization. From the perspective of reducing
the object of action, this paper considers the formation of a “weak coverage group” through regional
clustering. On the one hand, it greatly reduces the object of action established by the base station,
which is convenient for site planning, and also increases the possibility of using a mathematical model
to solve. On the other hand, regionalization of weak coverage points can facilitate management.
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DBSCAN is one of the most classical density-based clustering algorithms. It can cluster sample
points according to the spatial distribution density of data sets, and it can find class clusters of arbitrary
shapes in noisy data. DBSCAN algorithm has excellent performance in processing complex data.
However, when processing a large number of data, the brute force method is adopted to calculate
the domain density for each sample point. The time complexity is very high due to some repeated
operations in which the time complexity is O

(
n2

)
in the worst case.

On the basis of the DBSCAN algorithm, this paper innovatively adopts the fast DBSCAN
algorithm (FDBSCAN algorithm) which is improved on the basis of the DBSCAN algorithm. This
algorithm uses the core points of the overlapping parts between sub-clusters as the basis for cluster
combination and completes clustering based on this expansion. FDBSCAN avoids redundant retrieval
of neighborhoods during the cluster expansion process, thereby speeding up clustering. Its time
complexity is O (n log n) [25].

Specific steps of FDBSCAN are as follows:

Step 1 Input the data set A = (a1, a2, · · · , an) and determine the radius parameter ε as 20 and the
neighborhood density threshold δ as 2.

Among them, the radius parameter of 20 means that for a “weak cover point group” after the
completion of a cluster, any weak cover point will inevitably find at least one point in the group with
a distance of less than 20, and such existence cannot be found outside the group. The neighborhood
density threshold represents the minimum number of weak coverage points required by clustering to
form a particle swarm.

Step 2 According to the given hyperparameters ε and δ, the core points in the data set A are
obtained, and these core points are sorted in descending order of density and stored in set S.

The core point is the point that is at least δ within the radius of ε. a boundary point is a point that
has less than δ in radius ε, but falls within the neighborhood of the core point. Noise points, which are
neither core points nor boundary points, can be understood as isolated points that cannot be clustered.

Step 3 Select the current first point q in S each time (that is, the core point with the highest density),
create a new class cluster C for q, and then delete q from S; For the points that have class labels in the
ε neighborhood of q, all the points in A that are the same as this point category are marked as class C;
The class label of the remaining points in the ε neighborhood of q is denoted as C; Remove the core
point in the v neighborhood of q from S.

Step 4 Cluster the remaining points in dataset A to the class of the nearest core point in the
neighborhood; Noise points are marked with no core points in the neighborhood.

The method of FDBSCAN is similar to Fig. 1. Firstly, FDBSCAN is used for regional clustering
of weak coverage points to obtain weak coverage groups. Then the weak cover group is taken as the
population unit and solved by NSGA, which can greatly reduce the difficulty of operation under
certain conditions. The detailed method of clustering first and then planning is shown in Fig. 2.

Figure 2: The flow chart of clustering first and then the planning method
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4 Simulation Results and Performance Analysis
4.1 Simulation Environment and Parameters Setting

For the above model, the concrete data are brought in to verify its feasibility. The simulation
environment is Python 3.8.3.

Assuming the size of a given area is 2500 ∗ 2500 grids (marked as 2500 ∗ 2500 points), with
horizontal coordinates ranging from 0 to 2499 and vertical coordinates ranging from 0 to 2499. There
are a total of 182,807 weak coverage points in the area, including their coordinates and communication
status. The coordinates of BS planning can only be selected from 2500 ∗ 2500 points in a given area. In
the assumed coverage area, we provide two types of BSs. One type is a macro BS, with a cost defined
as 30 and a coverage range of 10 unit grids. Another type is micro BS, which have a cost definition of
30 and a coverage range of 1 unit grid. The simulation data set comes from a competition platform.
For data set acquisition and experiments, please contact us.

Also, give the coordinates of the network base station. The threshold of the coordinate point of the
existing network base station, the new site, and the distance between the new site and the existing site
is 10. According to the given information and the data in the attachment, the site planning is carried
out so that 90% of the total service volume of the weak coverage point is covered by the planned base
station.

4.2 Simulation Results of Multi-Objective Optimization

Using the above model, we solve the model with Python.

Figs. 3 and 4 clearly show the thermal maps of the flow distribution of weak coverage points
before and after the base station is built. In these two graphs, the significance of the red factor directly
reflects the traffic flow at the corresponding point. Observing these two figures, it is not difficult to
find that after the establishment of the base station, most of the original weak coverage points have
been significantly included in the coverage range, and only a few points have not been covered by the
base station signal. Moreover, the traffic carried by these weak coverage points that have not yet been
covered is not significant.

In this paper, we explore a complex multi-objective optimization problem in depth. For the search
for the global optimal solution, the weight change of each objective may lead to a significant change
in the result. In order to solve this problem, we start from two main dimensions and carry on a
detailed analysis and discussion. In the end, we came up with an optimization plan that took cost
as the main consideration, while also taking into account improved coverage. In the balance of these
two objectives, we propose a site planning scheme under three different conditions to achieve optimal
resource allocation and efficiency improvement.

Figs. 5 and 6 are the BS planning schemes under different main objectives, while Fig. 7 is the
BS planning under equilibrium consideration. The red is the location of the micro-base station and
the yellow is the location of the macro station. According to the feature analysis in the data set, the
coverage ratio of macro base stations and micro base stations is 9:1, while the price ratio is 1:10. In the
case of the cost consideration, covering the same size range, the establishment of the micro base station
is more cost-effective. However, the coverage area of the base station is a circular area, which does not
belong to the regular polygon that can be perfectly spliced. Therefore, although the area covered by
one macro station and nine micro base stations is the same, the shape of the coverage area is different.
If we choose to replace one macro station with nine micro base stations due to cost consideration, it is
likely to cause the weak coverage points that have been covered to recover to a state that is not covered.
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Figure 3: Heat map of traffic distribution at weak coverage points

Figure 4: The thermal map of the traffic distribution of the remaining weak coverage points after the
establishment of the base station
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Figure 5: The planning distribution map of the base station with the cost objective as the main objective

Figure 6: The planning distribution map for the base station with the main objective of coverage
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Figure 7: Balanced consideration of base station establishment planning distribution map

In the three cases, the total traffic reaches 90%. When the cost objective is taken as the main
optimization objective, the construction cost is 60,232, which can cover 72.45% weak coverage points,
and the proportion of micro-base stations is relatively large. With the coverage objective as the main
target, the construction cost is 243,195, which can cover 96.42% of the weak coverage points, and the
macro station accounts for more. When the two targets are balanced, the construction cost is 82,994,
which can cover 89.99% of the weak coverage points. The comparison results in the three cases are
shown in Table 1.

Table 1: The comparison of results based on different primary objectives

Cost objective Coverage objective Balanced consideration

Construction cost 60,232 243,195 82,994
Coverage 72.45% 96.42% 89.99%
Preference Micro-base station Macro station Micro-base station

4.3 Simulation Results of Cluster Preprocessing

According to the above steps, we use Python to carry out regional clustering for weak coverage
points. The clustering situation is shown in the figure. Through clustering, we get 716 “weak coverage
groups”.

In Fig. 8, using the FDBSCAN clustering algorithm, the time complexity consists of two parts.
One is to calculate the core point. Neighborhood retrieval is only performed within the scope of
adjacent networks, so the time complexity is O (ml), m is the number of remaining points that have
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not been clustered after clustering, namely the number of noise points, l is the number of points
in the nearest neighbor network and l ≤ m ≤ n. Second, the remaining unclustered points are
classified nearby. In this case, the number of points is small, and most of them are located on
the cluster boundary, and the time complexity can be ignored. Therefore, the time complexity of
FDBSCAN clustering algorithm is O (n), which reduces the time complexity compared with DBSCAN
clustering algorithm. Compared with the DBSCAN clustering algorithm, the time complexity is
reduced. Comparing the planning results of conventional operation with those of clustering first, it is
found that there is no significant difference. It can be seen that for problems with high computational
power requirements, using clustering for preprocessing can greatly reduce the time complexity without
affecting the results.

Figure 8: FDBSCAN clustering results

The 716 weakly covered groups obtained by clustering were used as population units to use NSGA
for base station planning, and Figs. 9 and 10 were compared with base stations that were directly
planned and clustered under the premise of cost objectives. It is observed that the distribution of site
planning has not changed greatly, which shows that it is feasible to reduce the time complexity of the
operation by clustering for preprocessing.

As shown in Figs. 8 and 9, red indicates the establishment location of the micro base station, and
yellow indicates the establishment location of the macro base station. Through calculation (see Table 2
for specific results), we found that when selecting different main targets, the selection trend of base
station types is similar to the method in Section 4.2. When the cost target is the main optimization
target, the construction cost is 88,806, which can cover 75.35% of weak coverage points, and micro
base stations account for a relatively large proportion. When the coverage target is the main goal,
the construction cost is 296,437, which can cover 96.89% of weak coverage points, with macro base
stations accounting for the majority. When the two objectives are balanced, the construction cost is
137,460, which can cover 87.82% of weak coverage points.
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Figure 9: Results before clustering

Figure 10: Results before clustering
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Table 2: The comparison of results based on cluster preprocessing

Cost objective Coverage objective Balanced consideration

Construction cost 88,806 296,437 137,460
Coverage 75.35% 96.89% 87.82%
Preference Micro-base station Macro station Micro-base station

Next, consider a more general cellular communications scenario. Assume that each base station
has 3 sectors. We try again to solve the problem of base station site planning. Fig. 10 reflects the sector
angle situation. Create the first sector with 0 degrees as the positive direction and a sector angle of 120
degrees. And so on for the other 2 sectors. Fig. 11a shows the first sector determined by each base
station when using the greedy algorithm to solve the problem. Fig. 11b,c shows the second and third
sectors in sequence.

Figure 11: Sector angle distribution diagram

5 Conclusion

This paper studies the BS site planning problem. In particular, a BS planning method based on
genetic algorithm and clustering strategy is proposed. While significantly reducing the computational
complexity, it provides an idea for solving practical engineering problems. In the model of this
paper, it is assumed that different users in the same vertical space receive the same intensity of
communication signals. However, in real life, the personalization of life and work needs leads to
different communication needs for different users in the same area, so the planning of BS should be
more personalized. In the future, BS site planning issues will be more detailed, and more AI methods
such as evolutionary-constrained [26] may be used.
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