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ABSTRACT

In recent decades, fog computing has played a vital role in executing parallel computational tasks, specifically,
scientific workflow tasks. In cloud data centers, fog computing takes more time to run workflow applications.
Therefore, it is essential to develop effective models for Virtual Machine (VM) allocation and task scheduling
in fog computing environments. Effective task scheduling, VM migration, and allocation, altogether optimize
the use of computational resources across different fog nodes. This process ensures that the tasks are executed
with minimal energy consumption, which reduces the chances of resource bottlenecks. In this manuscript, the
proposed framework comprises two phases: (i) effective task scheduling using a fractional selectivity approach
and (ii) VM allocation by proposing an algorithm by the name of Fitness Sharing Chaotic Particle Swarm
Optimization (FSCPSO). The proposed FSCPSO algorithm integrates the concepts of chaos theory and fitness
sharing that effectively balance both global exploration and local exploitation. This balance enables the use of
a wide range of solutions that leads to minimal total cost and makespan, in comparison to other traditional
optimization algorithms. The FSCPSO algorithm’s performance is analyzed using six evaluation measures namely,
Load Balancing Level (LBL), Average Resource Utilization (ARU), total cost, makespan, energy consumption, and
response time. In relation to the conventional optimization algorithms, the FSCPSO algorithm achieves a higher
LBL of 39.12%, ARU of 58.15%, a minimal total cost of 1175, and a makespan of 85.87 ms, particularly when
evaluated for 50 tasks.
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1 Introduction

Fog computing is a distributed computing environment that brings computing resources closer to
the location and the user where the data is generated [1]. This enables real-time processing and reduces
latency in applications like autonomous systems, augmented reality, and Internet of Things (IoT)
[2,3]. Fog computing distributes computing resources across different fog nodes, addresses privacy
and security problems, supports scalability, and optimizes resource efficiency [4]. In a fog computing
environment, fog nodes are placed between the cloud and end devices. Consequently, it reduces delay
and network congestion in the computing environment by managing data streams and user requests in
real time [5,6]. The fog computing environment has three important features, namely, good bandwidth
usage, the capability of serving real-time applications, and lower latency; however, the fog nodes are
dispersed and heterogeneous [7,8]. In order to overcome this problem, efficient task scheduling and
Virtual Machine (VM) allocation algorithms are required in fog computing paradigms [9,10].

In this computing environment, task scheduling plays a vital role which ensures that the tasks
are adaptively prioritized and executed expeditiously [11]. Additionally, task scheduling is crucial
for managing Quality of Service (QoS) parameters like response time, energy consumption, etc.,
[12,13]. In distributed and multi-processing environments such as the fog computing environment, task
scheduling is a multi-constraint and multi-objective problem [14]. On the other hand, fog computing
environments often experience variable and dynamic workloads. VM migration and allocation allow
for the reallocation and dynamic allocation of computing resources on the basis of the changing
demands, ensuring optimal performance [15]. The meta-heuristic methods or algorithms handle a
variety of restrictions and produce the best possible outcomes. In a majority of the existing research
studies, several metaheuristic-based optimization algorithms such as Genetic Algorithm, Ant Colony
Optimization, Firefly Optimization, Grey Wolf Optimization, and Particle Swarm Optimization have
been utilized for task scheduling and VM allocation in fog computing environments. The conventional
metaheuristic-based optimization algorithms are effective, but get trapped into local optima problems
with poor convergence rates [16,17]. When compared to cloud computing, fog nodes offer more
diverse and capacity-constrained computation as well as increased storage capabilities. One of the
most difficult tasks for researchers is to coordinate these resources. Also, many researchers have
developed and employed a number of unique metaheuristic strategies so far, and it is noted that
emergent metaheuristic techniques are still in their development and have not received much attention
in addressing the challenge of fog computing resource allocation [18,19]. In order to handle this
problem and achieve better task scheduling and VM allocation performance, a novel framework,
which is a combination of fractional selectivity approach and Fitness Sharing Chaotic Particle Swarm
Optimization (FSCPSO) algorithm, is proposed in this manuscript.

The major contributions are represented as follows:

• In this research, a fractional selectivity approach is used for task scheduling in fog computing
environments. This fractional selectivity approach adaptively assigns a portion of incoming
data or tasks to each fog node based on the characteristics and requirements. The dynamic
optimization of resources by a fractional selectivity approach ensures better processing power
and storage capacity for fog nodes. Furthermore, the effective scheduling of tasks by a fractional
selectivity approach reduces the response time and total cost in fog computing environments.

• An FSCPSO algorithm is proposed for the effective allocation of VMs in fog systems. The
fitness sharing provides diverse solutions that overcome local optima problems, and its chaotic
nature improves the exploration ability of the optimization algorithm, which speeds up the
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convergence process. This particularly happens in a dynamic or complex fog computing envi-
ronment. The proposed FSCPSO algorithm provides optimized resource usage and improves
the convergence speed for VM migration in the fog system.

• The proposed framework’s (combination of fractional selectivity approach and FSCPSO
algorithm) performance is investigated using six evaluation measures that are Load Balancing
Level (LBL), Average Resource Utilization (ARU), total cost, makespan, energy consumption,
and response time.

The rest of the manuscript is prepared as follows. The recent articles on the topic of fog computing
are surveyed in Section 2. The description of the proposed methodologies, numerical investigation, and
the conclusion with future extension are stated in Sections 3–5, respectively.

2 Literature Survey

Task scheduling is one of the primary concerns in fog systems which directly influences latency
time, task computation, and resource utilization. The objective of scheduling optimization is to ensure
VM allocation and optimize operational efficiency. In recent times, numerous metaheuristic and
heuristic optimization algorithms have been developed for resolving scheduling issues. A few of them
are discussed below:

Yadav et al. [20] introduced a hybrid framework consisting of differential evolution and
opposition-based learning methods to solve scheduling concerns. Specifically, an opposition-based
learning method was employed to generate a diversified population set, and the differential evolution
method was applied to avoid the local optima problems. This hybrid framework not only improved
the resource utilization but also minimized the cost and makespan. Related to conventional methods,
this hybrid method obtained impressive performance on different types of workloads.

Talaat et al. [21] developed an efficient load-balancing framework in fog systems by integrating
a modified Particle Swarm Optimization (PSO) algorithm with the Convolutional Neural Network
(CNN). This framework comprised three modules known as (i) Optimized Dynamic Scheduler (ODS),
(ii) CNN-Based Classifier (CBC), and (iii) Fog Resource Monitor (FRM). In this framework, ODS was
utilized to allocate the incoming processes to appropriate servers, CBC was responsible for classifying
fog servers as appropriate or inappropriate, and FRM was used to monitor the resources of every
server. As per the analysis of the empirical outcomes, this framework achieved superiorly higher
resource utilization and reduced response time. Generally, the optimization algorithms completely
rely on historical data or certain assumptions in order to make decisions. It is hard to make future
workload predictions in fog computing environments, because of the dynamic nature.

Yakubu et al. [22] presented a modified version of the Harris Hawks Optimization (HHO)
algorithm for assigning the best resources to a task, and the task was distributed between the cloud
and fog systems. The aim of this literature was to improve resource utilization and to diminish power
consumption, execution cost and makespan time in the cloud and fog layer. In comparison to the
conventional algorithms, the presented algorithm effectively balanced the load across different tasks.
Vispute et al. [23] as well as Baburao et al. [24] utilized the PSO algorithm for effective scheduling
of tasks in fog computing systems. In addition to this, Subbaraj et al. [25] presented a Crow Search
Algorithm (CSA) for resource scheduling and allocation in fog systems. In this literature, the security
hit ratio and success ratio were considered objective functions, while a local search approach was
utilized to improve the performance of the CSA. However, these implemented HHO, CSA and PSO
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algorithms proved to be ineffective for the fog systems when diverse fog nodes were considered, which
in turn led to imbalance in resource usage.

Li et al. [26] employed the Beetle Antennae Search (BAS) algorithm and an enhanced Contract
Net Protocol (CNP) for task offloading in fog systems. Initially, the CNP was applied to obtain
the information in fog nodes, and the agents of the BAS algorithm were allocated based on the
obtained information. The simulation outcomes and empirical analysis confirmed the superiority of
this presented framework in task offloading. Furthermore, Kishor et al. [27] developed a smart Ant
Colony Optimization (ACO) algorithm for task offloading in fog environments, especially for IoT-
sensor applications. Initially, the fog environments comprised numerous edge devices, but the BAS
and ACO optimization algorithms faced challenges in managing large-scale optimization problems
because of increased computational complexity.

Abbasi et al. [28] introduced a multi-objective Genetic Algorithm (GA) for improving the trade-
off between delay and energy consumption in fog systems by effectively processing workloads. The
extensive empirical investigation revealed that this optimization algorithm decreased almost 25%
of delay and energy consumption in comparison to the existing algorithms, but the issue of lower
convergence speed was a concern. Furthermore, Hajam et al. [29] presented the Spider Monkey
Optimization (SMO) algorithm for task scheduling and resource allocation in fog systems. This SMO
algorithm efficiently selected optimal fog nodes, reducing the total cost by means of monetary cost and
service time. However, the conventional SMO algorithm had high communication overhead because
task-offloading decisions often involved communication among cloud servers, fog nodes, and edge
devices. Additionally, Ragmani et al. [30] developed a hybrid fuzzy-based ACO algorithm for VM
scheduling in cloud environments. This developed hybrid fuzzy-based ACO algorithm selected an
appropriate server with an optimum computational time. However, in the context of VM scheduling,
defining a suitable objective function was more complex for the hybrid fuzzy-based ACO algorithm.

Kaur et al. [31] employed an Elastic Scheduling Algorithm (ESA) for an effective VM migration
and allocation in cloud environments. This presented ESA utilized cosine similarity for enhancing the
performance of VM migration and allocation by means of QoS, and this presented ESA was analyzed
and analyzed using the parameter of power consumption. However, the ESA involved complex
decision-making for allocation and migration of VMs based on varying resource availability and
workloads. Sha et al. [32] applied an efficient optimization algorithm by name of the Discrete Bacteria
Foraging Optimization (DBFO) algorithm, for cloud-computing technology-based applications to
effectively migrate VMs in cloud computing environments. The optimal VM migration offered optimal
load balancing, significant resource usage, and reduced cloud cost. The DBFO algorithm’s perfor-
mance was investigated utilizing the Cloud-Sin simulator. The numerical investigation demonstrated
that this DBFO algorithm effectively improved the migration count and energy consumption related
to other baseline algorithms; however, this DBFO algorithm had non-deterministic polynomial-time
hard problems.

Sutar et al. [33] and Dai et al. [34] employed the ACO algorithm and deep reinforcement learning
for live VM migration in a cloud-computing environment. The numerical investigation showed that
these presented strategies were impressive by means of energy consumption and convergence rate.
Still, the live VM migration comprised three problems of network overhead, service disruption, and
downtime. Torre et al. [35] utilized a dynamic evolutionary algorithm, Ajmera et al. [36] utilized a
clonal selection algorithm, and Gharehpasha et al. [37] utilized a multi-verse optimization algorithm
for efficient VM placement in the cloud data center. By investigating this literature, it was understood
that the existing algorithms faced compatibility issues while placing VMs in cloud data centers.
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From the overall review, it is clear that the majority of the existing models do not consider
the important and fundamental metric of QoS. The traditional optimization algorithms such as
Genetic Algorithm, Ant Colony Optimization, Firefly Optimization, Grey Wolf Optimization, and
Particle Swarm Optimization were unable to solve the challenge of efficient resource allocation in fog
computing because of heterogeneity, mobility, uncertainty, and restricted resource availability. The
task of choosing an effective resource allocation method for a broad range of applications continues to
confound the researchers. In order to overcome these problems, a novel mathematical algorithm named
the FSCPSO algorithm is proposed in this manuscript. The FSCPSO is chosen here because the fitness
sharing process offers diverse solutions that avoid the local optima problems, and the chaotic nature
enhances the optimization algorithm’s exploration potential to accelerate the convergence process, as
it is a dynamic fog computing environment. Therefore, the proposed FSCPSO technique increases
convergence speed and optimizes resource utilization for VM migration in the fog system.

3 Methodology

Numerous low-latency and delay applications are being run closer to the end devices with the
support of the fog layer. Nonetheless, the drawbacks of fog computing are the availability of limited
resources as well as the heterogeneity and dynamic nature of fog nodes. Fog computing presents a
difficult and demanding task of allocating resources in an optimal and efficient manner. The issue
of resource allocation in fog computing has given rise to several algorithms that aim to maximize
resource consumption while minimizing latency and delay, among other QoS restrictions. Therefore,
this research chooses the FSCPSO algorithm to accomplish the goal of effective and efficient resource
allocation. In fog computing environments, the methodology section is categorized into two phases:
(i) fractional selectivity approach for task scheduling and (ii) FSCPSO algorithm for VM migration
and allocation. The proposed FSCPSO algorithm with the fractional selectivity approach improves
efficiency of resource utilization and fog data centers, thereby reducing the processing time of requests
given by fog users. The descriptions of the fractional selectivity approach and FSCPSO algorithm are
illustrated in Sections 3.1 and 3.2.

3.1 Fractional Selectivity Approach for Task Scheduling

The fractional selectivity approach is developed for task scheduling in fog computing environ-
ments as explained in this subsection. Fractional selectivity is a process of scheduling computing
resources in the fog system. Here, the scheduling is based on the fraction of data or tasks that need
processing at different fog nodes. For this research, the fractional selectivity approach is simulated
utilizing iFogSim. Typically, the fractional selectivity approach distributes data across different fog
nodes. These fog nodes are located very close to the edge device to reduce latency and improve the
effectiveness of task scheduling. The workflow of the fractional selectivity approach is illustrated
in Fig. 1. Initially, the fractional selectivity approach generates the workload for determining the
selectivity of the features. After selecting the appropriate fog nodes, the remaining fractional workload
is offloaded to the fog to process the selected fog nodes. This process will continue for task scheduling,
as depicted in Fig. 1.
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Figure 1: Workflow of the fractional selectivity approach

Fractional selectivity is considered one of the preferred novel methods for resource scheduling
since it executes in a fine-grained and flexible manner to optimize resource allocation in dis-
tributed computing environments, especially in fog computing. The conventional resource scheduling
approaches frequently allocate resources depending on coarse criteria, including prioritizing tasks.
Fractional selectivity works at a finer granularity by identifying distinct data elements that permit
accurate and data-driven resource allocation decisions. Acquiring precise data requires considering
factors, such as data relevance, position, and resource necessities. This method is decisive in fog
computing, where data is produced at the edge and must be processed proficiently. The suggested
method adapts in real-time to varying settings and workload dissimilarities; it also dynamically
allocates the resources by focusing on the changing needs of dissimilar data sources. This adaptability
is crucial for managing the dynamic nature of IoT data and the variability of fog computing workloads.

Fractional selectivity optimizes the exploitation of these resources by choosing which data needs to
be managed and which one needs to be uploaded to the cloud. This process is crucial for confirming
the effectual usage of edge resources. By processing the most applicable data at the edge, fractional
selectivity delivers a substantial decrease in latency which is useful for industrial automation and
autonomous vehicles. Furthermore, it preserves the bandwidth by minimizing the data count that
is required to be transferred to the cloud. This is predominantly beneficial when the bandwidth is
inadequate. Fractional selectivity allows data customization decisions based on application-specific
standards and strategies. Numerous applications describe their particular guidelines for the selection
and processing of data which provides superior adaptability. In the IoT framework, a large quantity
of data is produced from different devices and sensors, where fractional selectivity efficiently supports
proper data control, which implies that only the most valuable data is processed in the system.

From the overall statements, it is thus inferred that fractional selectivity is indeed an effective
novel method for resource scheduling in fog and edge computing environments. Moreover, it focusses
on fine-grained resource allocation which makes it a valuable method for enhancing the efficiency and
performance of edge computing applications.

3.2 FSCPSO Algorithm for VM Migration and Allocation

In this subsection, the execution procedure of the FSCPSO algorithm that is proposed for VM
migration and allocation in fog computing environments, is being explained [38,39]. The conventional
PSO algorithm is a bio-inspired metaheuristic optimization algorithm which mimics the foraging
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behavior of birds. In this algorithm, the foraging process of the bird’s flock is considered as a function
of the optimization process [40]. In a set of particles, every particle is determined with a velocity and
position in order to search for the global solutions. Based on the individual’s global optimal position
and local optimal position, the particles i iteratively update their positions. In the conventional PSO
algorithm, the position Xi and velocity Vi of the particle i is updated based on Eqs. (1) and (2).

Xi (t + 1) = Xi (t) + Vi (t + 1) (1)

where Vi (t + 1) is the new particle’s velocity, Xi (t) is the present particle’s position, t + 1 is the post-
update, and t is the temporal (current) status [41]. The particle’s velocity Vi (t + 1) is updated based
on Eq. (2).

Vi (t + 1) = wVi (t) + c1r1

(
X p

i − Xi (t)
) + c2r2 (X g − Xi (t)) (2)

where r1 and r2 are random variables ranging between 0 to 1, c1 and c2 are constants, X g is specified
as the global best position Gbest, X p is the particle’s best position Pbest, Vi (t) is the present particle’s
velocity, and w is the weight component of the velocity [42].

However, the conventional PSO algorithm struggles to balance the exploitation and exploration
phases, which leads to premature convergence. To address this concern, the fitness sharing mechanism
and chaos theory are incorporated into the conventional PSO algorithm, for efficiently balancing local
exploitation and global exploration. Initially, in the fitness sharing mechanism, the actual fitness value
of a particle is adjusted utilizing the sharing function, and this updated fitness is known as a ‘shared
fitness’, which is utilized in the selection procedure. In the PSO algorithm, this modified fitness value
is used to guide the probability of particle selection, wherein particles with higher shared fitness values
are likely to be selected and the particles with lower shared fitness values are likely to be eliminated.
This process promotes diversity in the population. The shared fitness is mathematically expressed in
Eq. (3).

Shared_fitnessi = Original_fitnessi

1 + ∑M

j=1

dij

σ2

(3)

σ is the scaling factor defining the range of influencing neighbourhood particles, dij is the distance
between the particle i and its neighbourhood particles j, M is the total particles, Original_fitnessi

is the original fitness of a particle i and Shared_fitnessi is the modified fitness of the particle i.
On the other hand, the chaos theory utilizes chaotic functions or maps in order to introduce chaos
in the conventional PSO algorithm. In the updated equations, the chaotic map modifies the values of
the random numbers r1 and r2, as mathematically expressed in Eq. (4). In this study, a logistic map is
utilized as a chaotic map.

XM+1 = r × XM × (1 + Vi (t + 1)) (4)

XM+1 refers to updated particle position; M + 1 denotes the post-update after utilizing the chaotic
map; r is a parameter that defines the chaotic map’s behavior which provides various outcomes on
a minor change in the initial condition or control parameters. Therefore, formula of the updated
particle’s velocity Vi (t + 1) along with chaotic map’s behaviour, is presented in Eq. (5).

Vi (t + 1) = wVi (t) + c1 × chaotic; (r, r1) × (
X p

i − Xi (t)
) + c2 × chaotic; (r, r2) × (X g − Xi (t)) (5)
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where chaotic (r, X) is the chaotic map with r applied to a random number X . The best particle and
other particles in the population are updated in various ways, that are not differentiated in PSO.
Therefore, the velocity formula in Eq. (2) is updated by a chaotic map to avoid falling into a local
optimum which is represented in Eq. (5). Moreover, the features of chaotic map in the best particle are
used to maintain the diversity of population and enhance the global search ability. Also, the proposed
FSCPSO algorithm terminates after reaching the maximum of iterations. The pseudo-code of this
algorithm is depicted in Algorithm 1:

Algorithm 1: Pseudo-code of the FSCPSO algorithm
Input: Total particles in the swarm, total dimensions (parameters) for resource allocation, number
of optimization iterations, inertia weight coefficient, acceleration coefficients for personal and global
best influences, and chaotic parameter for initialization.
Output: Optimal resource allocation parameters and optimal value of the objective function
Initialize particle swarm:

For every particle i = 1 to num_particles:
Initialize position Xi randomly
Initialize velocity Vi randomly utilizing chaotic dynamics
Evaluate fitness Xi utilizing the objective function
Set Pbesti = Xi

Set Pbest_valuei = fitness of Xi

Find Gbest among Pbesti values
Set Gbest = Xi corresponding to Gbest

#Main optimization loop:
For every iteration = 1 to num_iterations:

For every particle i = 1 to num_particles:
Update velocity Vi

Update position Xi

Evaluate the fitness of Xi utilizing the objective function
If fitness of Xi is better than Pbest_valuei:

Set Pbesti = Xi

Set Pbest_valuei = fitness of Xi

If fitness of Xiis better than fitness of Gbest:
Set Gbest = Xi

#Output:
best_position = Gbest

best_value = fitness of Gbest
End

The schematic representation of the proposed FSCPSO framework is specified in Fig. 2. Here, the
task scheduling is done using the fractional selectivity approach. Those outputs are processed into the
VM allocation stage, where the PSO method processes the allocation, which contains initialization
parameters and its objective functions. The information acquired by the PSO VM allocation is
processed into a fog device, enabling efficient task distribution and reducing response times and overall
system cost in the fog computing architecture.
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Figure 2: Schematic representation of the proposed framework

The optimization efficiency of FSCPSO is strengthened by selecting appropriate control param-
eters. The selection of suitable parameters is beneficial for comprehending ideal outcomes with a
smaller amount of randomness. The parameter selection for the proposed FSCPSO algorithm majorly
influences its performance and effectiveness. It is a complex optimization issue that defines ideal
constraints for optimum performance. Until now, there were no wide-ranging approaches to define
the optimum constraints designated by user evaluation since there are various parameter spaces
among dissimilar parameters and contingency with each other. The regularity of various parameters
influences the algorithm’s performance. Therefore, in this paper, the performance of the proposed
framework which is a combination of the fractional selectivity approach and FSCPSO algorithm
is analyzed based on the control parameter variants, including the following settings wherein, the
fractional selectivity threshold is 0.7, the iteration limit is 100, the social coefficient is 1.5, the cognitive
coefficient is 1.5, inertia weight is 0.7, and the number of particles is 50. Based on the above-stated
selection parameters, the results of LBL, ARU, makespan, total cost, energy consumption, and
response time are analyzed, as described in the below sections along with their respective graphical
representations. The selected condition of stopping iteration is the best position of the searched particle
till it reaches the significant adaptive thresholds. The algorithm of the proposed framework is presented
in Algorithm 2, and the empirical analysis of the proposed framework is specified in Section 4.

Algorithm 2: Algorithm of the proposed framework
Input: Fog environment specifications, task and application models, PSO algorithm parameters, and
termination criteria.
Output: Optimized task scheduling and VM allocation
Initialization:
1. Define fog environment (nodes, communication links, and cloud resources)
2. Create task and application models

(Continued)
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Algorithm 2 (continued)
3. Initialize fog devices and VMs
# Task scheduling with fractional selectivity approach:
4. Extract task information from the task model.
5. Analyse fog node capabilities (processing power and communication resources).
6. Calculate fractional selectivity for each task-fog node pair.
7. Make scheduling decisions using fractional selectivity values.
#FSCPSO algorithm for VM allocation:
8. Set up FSCPSO algorithm parameters (number of particles, iteration limit, and inertia weight).
9. Define an objective function based on iFogSim metrics.
10. Initialize the population of particles representing VM allocations.
11. Iterate FSCPSO for VM allocation until termination criteria are met:

a. Update particle positions based on FSCPSO equations.
b. Evaluate the performance of each particle using the objective function.
c. Update personal and global best positions.
d. Check termination criteria.

#Evaluation measures in iFogSim:
12. Simulate execution using iFogSim simulator
13. Collect evaluation measures (LBL, ARU, total cost, makespan, energy consumption, and response
time).
14. Evaluate the efficiency and effectiveness of the optimized solution.
#Output:
15. Optimized task scheduling and VM allocation results.
End

4 Results

The proposed FSCPSO algorithm is implemented utilizing the iFogSim simulator, Eclipse Inte-
grated Development Environment (IDE) 2022, and Java Development Kit (JDK) 18. This proposed
algorithm is executed on a system with 1 TB hard drive, 128 GB memory, and Windows OS. In this
manuscript, the FSCPSO algorithm is utilized for VM migration and allocation in fog nodes, and the
fractional selectivity approach is applied for task scheduling. In this scenario, the minimum and max-
imum instance count ranges between 90 to 150, and the allocated memory is 256 MB. The FSCPSO
algorithm’s performance is analyzed utilizing the following evaluation measures: LBL, response time,
ARU, makespan, energy consumption, and total cost. Firstly, the total cost is determined as the overall
expenditure related to maintaining, operating, and deploying a fog computing infrastructure. In this
particular context, the total cost is computed utilizing Eq. (6) for a specific set of tasks.

Totalcost =
n∑

i=0

CP (ti) + CM (ti) + CB (ti) (6)

The total tasks are represented as n, bandwidth utilization cost is denoted as CB, memory
utilization cost is indicated as CM, and processing cost is specified as CP. Next, the LBL is
determined as the ratio of total overloaded fog servers to the balanced fog servers. In a fog computing
environment, ARU is stated as the average level of resource consumption across different fog nodes.
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The mathematical representation of the LBL and ARU are depicted in Eqs. (7) and (8).

LBL = BS
FS

× 100% (7)

ARU = (BS + OL)

FS
× 100% (8)

The available fog servers are denoted as FS, total overloaded fog servers are represented as OL,
and balanced fog servers are indicated as BS. Furthermore, makespan is the time consumed by the
proposed FSCPSO algorithm for completing all tasks. The mathematical derivation of makespan is
represented in Eqs. (9)–(11).

Makespan = Max (CT (ti)) (9)

CT (ti) = AT (ti) + TAT (ti) (10)

TAT (ti) = WT (ti) + BT (ti) (11)

where ti denotes task, CT is the time taken to complete a task, BT is the burst time, arrival time
is indicated as AT , waiting time is represented as WT , and turnaround time is denoted as TAT .
Additionally, in fog computing environments, energy consumption Etotal is determined as the total
electrical power consumed by fog computing infrastructure, specified in Eq. (12).

Etotal =
∑n

i=1
PCi × Time (12)

where Time is the time duration, PCi is the power consumption of ith fog node, and total tasks are n.
Furthermore, the response time RT is the time consumed by the FSCPSO algorithm for processing
and responding to a given request, as depicted in Eq. (13).

RT = RTprocessing + RTcommunication (13)

wherein RTcommunication is the time consumed during communication between central cloud and fog nodes,
and RTprocessing is the time consumed for local processing of fog nodes.

The overall energy consumption of all fog devices and cloud servers must be kept to a minimum
in order to achieve the trade-off between fog energy consumption, latency, and cost. This study
formulates a processing model for the challenge of the trade-off between energy consumption, delay,
and cost in fog processing workloads. The FSCPSO method is used to solve this multi-objective
problem model. The numerical findings demonstrate that it is possible to reduce energy consumption,
latency, and cost when the suggested technique is employed for workload allocation in a fog scenario,
which is clearly mentioned in Eqs. (6)–(13).

4.1 Quantitative Evaluation

In this context, the FSCPSO algorithm’s performance is analyzed using six various evaluation
measures and its obtained results are compared with those achieved by conventional algorithms GA,
Grey Wolf Optimization (GWO), PSO, and fractional selectivity approach. The performance of the
proposed and conventional optimization algorithms are analyzed for the varied number of tasks, i.e.,
50, 90, 130, and 150. The LBL analyses of the FSCPSO as well as the conventional optimization
algorithms, are presented in Table 1. By investigating Table 1, it is evident that the FSCPSO algorithm
has gained better LBL outcomes as compared to other optimization algorithms when analyzed at
different thresholds of 0.7, 0.5, and 0.3. The FSCPSO algorithm attains LBL of 39.12%, 45.85%,
50.12%, and 56.86% respectively for 50, 90, 130, and 150 tasks at 0.7 thresholds, which are higher
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values when compared with other algorithms’ threshold values. These results reveal that the proposed
FSCPSO’s improvement in LBL is almost 0.5% to 7% greater than other comparative optimization
algorithms. The LBL analysis for the FSCPSO algorithm vs. existing optimization algorithms for
threshold values 0.7, 0.5, and 0.3 is depicted in Fig. 3.

Table 1: LBL analysis of FSCPSO algorithm and conventional optimization algorithms

LBL (%) at Threshold value of 0.7

Number of tasks GA GWO PSO Fractional selectivity FSCPSO

50 32.56 36.78 37.11 38.78 39.12
90 35.25 37.62 39.45 40.84 45.85
130 38.77 39.05 45.11 48.26 50.12
150 41.29 43.56 48.88 52.74 56.86

LBL (%) at Threshold value of 0.5

Number of tasks GA GWO PSO Fractional selectivity FSCPSO

50 27.25 31.44 32.42 33.73 37.97
90 29.37 32.73 34.63 35.81 41.89
130 31.46 35.38 37.84 39.64 44.84
150 34.33 37.88 39.27 41.93 49.92

LBL (%) at Threshold value of 0.3

Number of tasks GA GWO PSO Fractional selectivity FSCPSO

50 23.72 26.42 28.43 31.28 34.66
90 25.19 28.49 31.55 33.34 37.91
130 26.64 30.68 33.46 34.96 39.73
150 29.27 32.77 35.21 37.72 44.84

Furthermore, the ARU analyses of the FSCPSO algorithm with the other traditional optimization
algorithms namely GA, GWO, PSO, and fractional selectivity, at the different threshold values of 0.7,
0.5, and 0.3 are presented in Table 2. As depicted in Table 2, the FSCPSO algorithm achieves higher
ARU at threshold 0.7 with the values of 58.15%, 64.42%, 75.55%, and 89.85% for 50, 90, 130, and 150
numbers of tasks, and therefore it is inferred that the achieved results are superior in comparison to
those achieved by other existing algorithms, for the same analyses. The ARU analyses for the FSCPSO
algorithm vs. the existing optimization algorithms for threshold values of 0.7, 0.5, and 0.3 are specified
in Fig. 4. The FSCPSO algorithm continuously adjusts and explores resource allocations on the basis
of the current workload. The FSCPSO algorithm rapidly responds to the change in demand because
of its adaptive/flexible nature. This mechanism ensures that the resources are effectively assigned in
order to meet the evolving needs of this system. The FSCPSO algorithm prevents resource under-
utilization by flexibly adapting to the workload variation. This flexibility maintains high ARU, even
when handling unpredictable workloads.
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Figure 3: Pictorial presentation of LBL analysis for FSCPSO algorithm and existing optimization
algorithms at various threshold values (a) 0.7, (b) 0.5, (c) 0.3
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Table 2: ARU analysis of FSCPSO algorithm and traditional optimization algorithms

ARU (%) at Threshold value of 0.7

Number of tasks GA GWO PSO Fractional selectivity FSCPSO

50 46.15 48.44 49.12 52.86 58.15
90 58.35 59.15 60.33 62.84 64.42
130 72.48 73.56 73.22 74.15 75.55
150 85.06 86.52 86.45 87.26 89.85

ARU (%) at Threshold value of 0.5

Number of tasks GA GWO PSO Fractional selectivity FSCPSO

50 41.38 43.18 44.67 49.76 53.37
90 46.49 49.63 51.58 56.28 58.19
130 53.73 58.71 62.33 69.17 72.43
150 59.52 64.17 69.86 73.26 76.38

ARU (%) at Threshold value of 0.3

Number of tasks GA GWO PSO Fractional selectivity FSCPSO

50 34.88 39.42 43.41 47.68 50.73
90 38.29 45.55 49.69 53.85 55.49
130 41.15 57.60 60.43 62.74 68.16
150 50.77 54.81 63.25 69.46 73.31

Figure 4: (Continued)
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Figure 4: Pictorial presentation of ARU analysis for FSCPSO algorithm and existing optimization
algorithms at various threshold values (a) 0.7, (b) 0.5, (c) 0.3

The comparative evaluation between the FSCPSO algorithm and the existing optimization
algorithms namely GA, GWO, PSO, and fractional selectivity is carried out on the basis of total
cost and makespan as is presented in Table 3. By viewing Table 3, the proposed FSCPSO algorithm
accomplishes minimum total costs of 1175, 1185, 1191, and 1198, respectively for the varied task
numbers of 50, 90, 130, and 150. Similarly, it achieves the makespans of 87.87, 116.85, 186.78, and
210.22 ms for varying task quantities of 50, 90, 130, and 150, respectively. While processing the 50th
task, the makespan of fractional selectivity is less since it executes a smaller number of tasks. Moreover,
FSCPSO is an extension of the fractional selectivity process, hence, it implements an even smaller
number of tasks, thereby, consuming less makespan than the fractional selectivity process alone. Thus,
the combinational model of the FSCPSO algorithm has indeed proven to be more effective. In this
context, based on the present fitness value, the proposed FSCPSO algorithm effectively adjusts the
allocation of computational tasks. The concept of fitness sharing prevents premature convergence
to sub-optimal solutions and encourages diversity in the solutions. Additionally, the fitness sharing
enables this proposed FSCPSO algorithm to explore and exploit the solution space. Effective task
scheduling reduces makespan and total costs in the fog computing environment. Integrating fitness
sharing mechanism and chaos theory in the PSO algorithm efficiently balances local exploitation and
global exploration.



2572 CMC, 2024, vol.80, no.2

Table 3: Total cost and makespan of FSCPSO algorithm and traditional optimization algorithms

Total cost

Number of tasks GA GWO PSO Fractional selectivity FSCPSO

50 2790 3100 1375 1269 1175
90 2806 3105 1385 1278 1185
130 2856 3115 1390 1282 1191
150 2889 3120 1395 1294 1198

Makespan (ms)

50 85.48 90 89.45 82.45 87.87
90 120.55 128.8 120.26 118.56 116.85
130 230.18 218.45 210.75 198.04 186.78
150 240.44 220.77 215.92 208.52 210.22

This balance ensures that the proposed FSCPSO algorithm explores an extensive range of
solutions and results in minimal makespan and total cost when converging towards optimal task
scheduling. Figs. 5 and 6 depict the pictorial visualization of the total cost and makespan outcomes
produced by the FSCPSO algorithm and comparative optimization algorithms.

Figure 5: Pictorial visualization of the total cost for the FSCPSO algorithm and existing optimization
algorithms

In addition to other evaluation measures, the energy consumption and response time of the
FSCPSO algorithm and comparative optimization algorithms of GA, GWO, PSO, and fractional
selectivity, are mentioned in Table 4. The FSCPSO algorithm consumes minimal energies of 1.2, 1.9,
2.8, and 3.8 J, respectively, for varying task quantities of 50, 90, 130, and 150. Due to its fitness-sharing
ability, it identifies the best suitable resources for VM, in contrast to other existing methods. Compared
to this proposed FSCPSO algorithm, the existing optimization algorithms consume maximal energy
consumption.
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Figure 6: Pictorial analysis of makespan for FSCPSO algorithm and comparative optimization
algorithms

Table 4: Energy consumption and response time of FSCPSO algorithm and comparative optimization
algorithms

Energy consumption (Joule)

Number of tasks GA GWO PSO Fractional selectivity FSCPSO

50 2 2.4 1.8 1.6 1.2
90 2.8 2.5 2.8 2.2 1.9
130 3.5 3.8 3.9 3.5 2.8
150 4 4.3 4.5 4 3.8

Response time (ms)

50 205.23 190.82 183.54 177..44 120.85
90 328.70 316.40 294.80 277.38 230.95
130 380.75 340.98 302.50 280.96 250.26
150 390.40 355.46 308.44 304.82 270.52

Different task quantities of 50, 90, 130, and 150 are taken to analyze the scalability, wherein
the FSCPSO algorithm respectively consumes 120.85, 230.95, 250.26, and 270.52 ms of minimal
response times. Thus, the FSCPSO algorithm’s response time is the least when compared to the time
consumption of the existing algorithms GA, GWO, PSO, and fractional selectivity, as mentioned
in Table 4. As discussed in the prior section, the proposed FSCPSO algorithm adaptively assigns
computational tasks to fog nodes based on their fitness values. This proposed algorithm achieves
a balanced task distribution by considering the chaos theory and fitness sharing. The dynamic
resource allocation by the FSCPSO algorithm prevents resource overloading and under-utilization,
resulting in optimized response time and improved energy efficiency. The pictorial evaluation of energy
consumption and response time for the FSCPSO algorithm and existing optimization algorithms is
depicted in Figs. 7 and 8.
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Figure 7: Pictorial evaluation of energy consumption for the FSCPSO algorithm and existing opti-
mization algorithms

Figure 8: Pictorial visualization of response time for the FSCPSO algorithm and existing optimization
algorithms

4.2 Comparative Evaluation with Discussion

In the context of VM migration and allocation, and task scheduling in fog computing envi-
ronments, the FSCPSO algorithm’s performance is related to the existing algorithms presented by
Talaat et al. [19], who integrated a modified PSO algorithm with the CNN model for effective task
scheduling in fog systems. The comparative outcomes between the modified PSO-CNN algorithm and
the FSCPSO algorithm are presented in Table 5. By studying Table 5, it is evident that the proposed
FSCPSO algorithm achieves an impressive performance in task scheduling and VM allocation,
especially in fog computing environments. As stated in Table 5, the following four evaluation measures,
LBL, ARU, makespan, and total cost, are utilized for investigating the performance between the
modified PSO-CNN algorithm and the FSCPSO algorithm.

By inspecting Tables 1–5, it is observed that the proposed FSCPSO algorithm along with the
fractional selectivity approach achieves an impressive performance in task scheduling and VM
allocation in the fog computing environment. The major significance of this research is that fitness
sharing improves the diversity in solutions. Furthermore, the inclusion of fitness sharing in the PSO
algorithm enhances response time, reduces energy consumption, and effectively utilizes resources by
preventing the concentration of tasks on particular nodes. On the other hand, the incorporation of
chaos theory in the PSO algorithm introduces randomness in the particle movement, thereby aiding
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in the global exploration of the solution space. The deficiency of mathematical analysis is a substantial
drawback, especially with regards to efficiency and delay. For most metaheuristic algorithms, conver-
gence analysis is still open, making it difficult to ascertain their convergence qualities. The random
exploration of chaos theory provides the optimum configuration of task scheduling. This in turn results
in faster response time, improved energy efficiency, and avoids local optima problems.

Table 5: Comparative outcomes between the modified PSO-CNN and FSCPSO algorithms

Models Tasks LBL (%) ARU (%) Makespan (ms) Total cost

Modified PSO-CNN [19]

50 35.99 56 89.15 1363
90 39.45 59 151 1365
130 49.77 75.18 229 1367
150 52.76 87 250 1370

FSCPSO

50 39.12 58.15 85.87 1175
90 45.85 64.42 116.85 1185
130 50.12 75.55 186.78 1191
150 56.86 89.85 208.52 1198

5 Conclusion

In this manuscript, a new framework is proposed for effective task scheduling and VM alloca-
tion in fog computing environments. The proposed framework comprises two phases namely, task
scheduling using a fractional selectivity approach and VM allocation utilizing the FSCPSO algorithm.
Initially, the fractional selectivity approach adaptively utilizes the resources that overcome the problem
of resource under-utilization. The adaptive task scheduling by fractional selectivity approach in fog
systems includes advantages such as improved fault tolerance and task prioritization, flexible load
balancing, optimized cost, and energy efficiency, alongside being adaptive to dynamic workloads. In
addition to this, the FSCPSO algorithm applies a chaotic component for balancing exploration and
exploitation stages and employs fitness sharing for increasing the diversity between solutions. These
two processes make this algorithm more adaptive to dynamic workloads, ensuring effective resource
usage and providing a resilient solution to optimize VM allocation in the fog computing environment.

Six evaluation measures known as LBL, ARU, total cost, makespan, energy consumption, and
response time, are utilized to investigate the proposed framework’s performance. In comparison to
the existing optimization algorithms: GA, GWO, and PSO for a task quantity of 50, the proposed
FSCPSO algorithm obtains a minimal total cost of 1175, a makespan of 85.87 ms, an energy consump-
tion of 1.2 J, a response time of 120.85 ms, maximal LBL of 39.12%, and ARU of 58.15%. Furthermore,
the proposed FSCPSO algorithm achieves impressive task scheduling and VM allocation performance
as opposed to other optimization algorithms for task quantities of 90, 130, and 150. Fog computing
requires resource allocation strategies that protect privacy since fog nodes are susceptible to many types
of attacks and threats against their data. Authentication at different levels in the fog layer is another
major issue that calls for the best possible approach to ensure security. As a future extension, data
security, reliability and analytics may be considered in the fog computing environment by employing
task scheduling and dynamic VM allocation algorithms for real-time applications (hospitals, hotels),
wherein latency is considered as the major criteria.
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