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ABSTRACT

In current research on task offloading and resource scheduling in vehicular networks, vehicles are commonly
assumed to maintain constant speed or relatively stationary states, and the impact of speed variations on task
offloading is often overlooked. It is frequently assumed that vehicles can be accurately modeled during actual
motion processes. However, in vehicular dynamic environments, both the tasks generated by the vehicles and the
vehicles’ surroundings are constantly changing, making it difficult to achieve real-time modeling for actual dynamic
vehicular network scenarios. Taking into account the actual dynamic vehicular scenarios, this paper considers the
real-time non-uniform movement of vehicles and proposes a vehicular task dynamic offloading and scheduling
algorithm for single-task multi-vehicle vehicular network scenarios, attempting to solve the dynamic decision-
making problem in task offloading process. The optimization objective is to minimize the average task completion
time, which is formulated as a multi-constrained non-linear programming problem. Due to the mobility of vehicles,
a constraint model is applied in the decision-making process to dynamically determine whether the communication
range is sufficient for task offloading and transmission. Finally, the proposed vehicular task dynamic offloading and
scheduling algorithm based on muti-agent deep deterministic policy gradient (MADDPG) is applied to solve the
optimal solution of the optimization problem. Simulation results show that the algorithm proposed in this paper
is able to achieve lower latency task computation offloading. Meanwhile, the average task completion time of the
proposed algorithm in this paper can be improved by 7.6% compared to the performance of the MADDPG scheme
and 51.1% compared to the performance of deep deterministic policy gradient (DDPG).
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1 Introduction

With the evolution of information and communication technology and the rapid iteration of
technological industrial changes, the integration of emerging technologies such as the Internet of
Vehicles, artificial intelligence, and 5G technology is accelerating towards intelligent and networked
upgrades, giving rise to a large number of intelligent application services such as autonomous driving
and real-time image and video-assisted navigation [1,2]. These emerging technologies require a large
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amount of computing and storage resources to process real-time complex tasks, posing great challenges
to low latency and high rate communication. Currently, due to the limited capabilities of vehicles
themselves and the high latency problem of traditional cloud computing long-distance transmission,
they can no longer meet the huge computing resource requirements in the Internet of Vehicles.

The emerging Internet of Vehicles (IoV) supports several types of communication, including
Vehicle-to-Vehicle (V2V), Vehicle-to-Cloud (V2C), and Vehicle-to-Infrastructure (V2I). V2C utilizes
remote cloud resources to provide significant computational support, but has high transmission
latency [3]. Although V2V reduces the latency caused by distance, it cannot provide strong support for
a large number of real-time tasks due to the limited resources of vehicles. V2I moves remote servers to
the vicinity of Road Side Units (RSUs) to provide the nearest service support for vehicles on the road,
overcoming the limitations of vehicle resources and reducing the response delay of computational
tasks. V2I is essentially the fusion of IoV and edge computing, and is an application scenario of
Vehicular Edge Computing (VEC), which has significant advantages in improving task transmission
efficiency and enhancing real-time interaction experience. The process of offloading latency-sensitive
or computationally intensive tasks from vehicles to edge nodes is called task offloading, while resource
allocation maximizes the utilization of edge servers or nodes to provide high-performance application
services with limited resources. Optimizing task offloading and resource allocation is the core issue of
VEC, but there are several challenges, such as frequent changes in the network topology due to the
vehicles’ motion, heterogeneity of application services for different users in terms of delay tolerance,
and the increasing data volume of vehicle tasks, which burdens the computation of IoV and urgently
needs to consider optimization problems of task offloading and computation [1]. Currently, most
work focuses on offloading tasks to roadside units based on the V2I mode, but as computational
tasks become more complex and data volumes grow, edge servers can become overloaded, resulting
in a significant increase in task queuing delay and a decrease in system performance [2]. With the
continuous iteration of intelligent technology in IoV, the computational and storage capabilities of
vehicles are constantly improving [3]. By using V2V networks as a supplement to V21 task offloading,
the overall computational capacity of the system can be effectively expanded, and the load of RSUs
can be alleviated [4].

With the continuous increase in the scale of vehicles in [oV, using traditional heuristic algorithms
or swarm intelligence-related models lacks active learning ability and cannot adapt well to dynamic
vehicle environments. If traditional optimization algorithms are used to solve the task offloading
and resource allocation problems in IoV, the computational complexity will increase exponentially.
Based on the above challenges, the emerging and rapidly developing technology of reinforcement
learning provides a new approach to solving these problems. By regarding vehicles or edge nodes
as intelligent agents and utilizing the communication cooperation between agents in reinforcement
learning to learn the optimal strategy, the dynamic allocation of resources, power selection, and task
offloading decisions in IoV can be effectively solved.

This article is based on the aforementioned research background and focuses on the difficulties
and challenges faced in the context of the IoV, specifically the problems of task offloading and resource
allocation in dynamic IoV scenarios. The article explores the collaboration between V2I and V2V
communication modes in resource allocation. By introducing a multi-agent reinforcement learning
algorithm in the IoV dynamic model, efficient task offloading and resource allocation can be achieved.

Our main contributions of this paper are summarized as follows:

1. In this paper, we study the problem of task computation offloading for vehicular networking,
where computationally intensive vehicular tasks are offloaded to vehicles with remaining
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computational resources. In the problem, we take into account the computational capabilities,
communication boundaries and communication delays of the vehicles, aiming to optimize the
task offloading decision so that the average task completion time is minimized.

2. In this paper, we propose a deep reinforcement learning-based dynamic offloading and
scheduling scheme for Internet of Vehicles tasks to achieve dynamic decision-making for task
offloading during non-uniform movement between vehicles. Simulation results show that the
algorithm proposed in this paper can intelligently learn the optimal offloading strategy from
the interaction with the dynamic network environment.

The remainder of this paper is organized as follows. Section 2 presents related works. Section 3
formulates the Internet of Vehicles task offloading problem. In Section 4, we propose a solution
algorithm based on deep reinforcement learning. Numerical results are presented in Section 5.
Section 6 concludes this paper.

2 Related Work

In order to ensure the demand for service quality or experience quality of users and effectively
improve the network capacity of the vehicular ad hoc network (VANET) system, researchers have
proposed various resource scheduling and allocation methods in the VANET communication network.
Meanwhile, mobile edge computing (MEC) is also increasingly integrated into the resource scheduling
of VANET.

Ning et al. [5] modeled the architecture of wireless communication and edge computing in vehicu-
lar networks using deep reinforcement learning and built an intelligent offloading system to maximize
user experience quality. Xin Li’s team [6] studied a dynamic wireless resource allocation strategy in
a multi-layered vehicle edge cloud computing framework to better adapt to vehicle task offloading
scenarios. Wang et al. [7] used DQN network to solve the network time-varying problem caused
by vehicle mobility and designed a task offloading strategy for vehicular edge computing scenarios.
Chen et al. [8] proposed a task offloading scheme that relies only on V2V cooperative communication
by fully exploring the idle resources of aggregated vehicles. They formulated task execution as a Min-
Max problem between a single task and multiple vehicles, and used the particle swarm optimization
algorithm to solve the problem. Additionally, the authors [9] proposed a distributed task offloading
strategy based on DQN for the limited resources of edge servers, aiming to minimize the task execution
time of vehicles. Wang et al. [10] studied the collaboration offloading problem in vehicular networks
and proposed a heuristic algorithm for minimizing the average task completion time by considering
the randomness of vehicle movement speed and channel conditions in vehicular networks.

In order to enhance network performance, an increasing number of researchers are exploring the
integration of V2V and V21 communication, specifically aiming to improve the capacity performance
of V21 links while satisfying the constraints of V2V link latency and reliability.

The research team of Wang et al. [11] studied how to achieve joint unloading of mobile vehicles
and proposed an unloading architecture and efficient joint unloading strategy that supports V2I
communication in a vehicle network that supports joint V2V communication, with the goal of
minimizing total delay. The task allocation ratio of the unloading part was considered to find the
minimum total delay result. In addition, Lei Feng’s team [12] proposed a joint computing and URLLC
resource allocation strategy for co-V2I-assisted V2X networks to adapt to large-scale fading slow-
changing channel conditions while ensuring network stability, where the V2I and V2V links do not
interfere with each other and occupy different frequencies. Yang et al. [13] proposed an efficient
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ETAC method to improve learning efficiency and convergence speed, while satisfying V2I link QoS,
ensuring low latency requirements for V2V links, and maximizing the overall network capacity through
joint task selection, resource allocation, and power control. In [14], the authors consider the joint
network selection and computational offloading optimization problem in a multi-service vehicular
edge computing environment aiming to minimize the overall latency and energy consumed in an
IoV scenario and propose a cooperative q-learning based offloading algorithm. In [15], the authors
propose a joint task offloading and resource allocation scheme for a docked mobile vehicle-assisted
edge computing scenario based on multi-device, parked and mobile vehicles, which is covered by a
base station equipped with an edge server. The tasks of the devices can be offloaded both to the base
station and further from the base station to the vehicle. In [16], the authors propose a task offloading
scheme for IoV edge computing architecture based on reinforcement learning computing to achieve
fast processing of tasks, taking into account the explosive growth of data streams, the rapid increase in
the number of vehicles, and the increasing scarcity of spectrum resources, which makes it impossible
for the vehicle terminals to perform efficient computations. The relevant research work is summarized
in Table 1.

Table 1: Summary of relevant work

Reference Optimization objective Solution

[5] Quality of experience Two-sided matching and reinforcement
learning

[6] Energy cost Maximum value density based heuristic
allocation

[ Offloading cost Reinforcement learning

[%] Task execution time Particle swarm optimization algorithm

[9] Remain resources Deep Q-learning

[10] The average completion time of the Reinforcement learning

application

[11] Total latency Distributed algorithm

[12] The average energy consumption Game theory and lyapunov
optimization

[13] The overall network capacity Reinforcement learning

[14] Task processing delay Generalized benders decomposition
and reinforcement learning

[15] Latency and energy Q-learning

[16] Task execution time Deep deterministic policy gradient

Based on the above literature review, there are still some issues in resource scheduling in the
Internet of Vehicles. Firstly, most of the studies did not consider the dynamic mobility environment
in the resource scheduling process. Although some studies have addressed the unloading problem
of moving vehicles or considered the impact of vehicle speed changes, most of them are based on
two assumptions: vehicles are traveling at a constant speed or are relatively stationary during task
unloading. The unloading decisions made in these scenarios do not take into account the dynamic
decision-making problems in the complex and real-time changing Internet of Vehicles environment,
which is unrealistic. Secondly, most of the current research on using reinforcement learning to solve
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Internet of Vehicles task unloading problems adopts single-agent reinforcement learning algorithms.
However, in actual Internet of Vehicles scenarios, there are a large number of vehicles, and the real-
time changes and dynamic environment of vehicles will exponentially increase the dimensions of state
and action spaces, which can easily lead to the problem of dimension explosion during actual training
and affect the final unloading results.

3 System Model and Problem Formulation

We construct task offloading model for vehicular networks, which takes into account scenarios
where tasks cannot be split, multiple vehicles are involved with a single base station. As illustrated in
Fig. 1, the constructed model uses V = {V,,V,} to represent the vehicles in the considered scenario,
where V, denotes the service vehicles represented by the set V, = {v!,v2,...,v"}, and m represents the
number of service vehicles; V, denotes the task vehicles represented by the set V, = {v}, v, v’;},
and n represents the number of task vehicles; £ denotes the base station, which also refers to the edge
server. The model is built in the scenario of a busy crossroads where vehicles are on a dual-carriageway,
and the road is all within the coverage range of a base station. Vehicles communicate with each other
through the DESC communication technology, establishing connections with the base station through
designated channels. Some important notations are listed in Table 2.

I Task vehicle

Service vehicle

Figure 1: Task offload model in IoV
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Table 2: Important notations

Notation Describe

Service vehicles

Task vehicles

Wireless transmission rate

The wireless bandwidth of the system
Task size

The CPU cycle of the vehicle

~

MO W< <

M The computational intensity of the task

d, (1) The time-varying distance between the task vehicle and the service vehicle
F, The CPU cycle of the service vehicle

Fy The CPU cycle of the MEC server in the base station

fate The transmission delay

1 The time delay for task execution on the base station

o The execution delay on the vehicle

3.1 Communication Model

As the distance that vehicles move during task offloading between vehicles is very limited and the
channel state changes only slightly, and the duration of information exchange and data transmission
between vehicles and the base station is usually at the millisecond level, the vehicular network
topology can be considered as stable and unchanging during the process of resource scheduling
and task offloading. In vehicular communication, the orthogonal frequency-division multiple access
(OFDMA) technology is adopted, and the task vehicles connected to the same service vehicle or the
base station are mutually interference-free. When tasks need to be offloaded to service vehicles or the
base station, the task data or the offloaded task computing instructions need to be transmitted through
the wireless link. The communication models for these two scenarios are considered as follows.

1) Unload to Service Vehicles: Assuming the wireless channel for uploading task data between
the task vehicle and the service vehicle is an additive white Gaussian noise channel, and since the
tasks in the model considered in this paper are indivisible, the formula for calculating the data wireless
transmission rate R is given by:

S, P’n il:t ’ d;cx (t)
R = Blog,( 1+~ 25 D) (1)
o

where B represents the wireless bandwidth of the system, P,, represents the transmission power of the
task vehicle, which is the uplink transmission power, o, represents the noise power, 4, is the channel
fading coefficient between the task vehicle and the service vehicle, d_“ (¢) represents the transmission
path loss, and « is the path loss index. Due to the movement of vehicles, d, (f) represents the time-
varying distance between the task vehicle and the service vehicle during the task offloading and
transmission process. For this model, it is assumed that the speed of the task vehicle z, and the service
vehicle s,, are v, and v,, respectively, and the initial distance is d;,. The formula for calculating d,, (¢) is
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given by:

d, (1) =\ ldy + (v, — v 1 2)

The above formula assumes that d, is not equal to zero, as two vehicles cannot travel at the same
position. In addition, the tasks studied in this paper are delay-sensitive, with a delay typically in the
order of milliseconds. Vehicles on the road generally travel at high speeds, assuming a speed of 50 ms.
The relative speed between the two vehicles is 50 km/h, resulting in a time-varying distance of 0.695 m.
However, this value can be ignored because at a relative speed of 50 km/h, the minimum safe distance
between vehicles should not be less than 50 m. Therefore, the following formula is obtained:

d, (1) = |do| ,dy # 0. 3)

Assuming the amount of data unloaded to the service vehicle is D, the delay in data transmission
can be calculated as follows:

D _ D @

Ry P, | 1o\
Blog,\ | + ———
O-}’l

During the unloading process, there is also the uploading of calculation instructions related to
task unloading. The size of these instructions is usually tens to hundreds of bits, so their delay can be
ignored compared with the delay in data transmission. After receiving the calculation instructions, the
service vehicle will also undergo a transformation of its own state (such as coordinate transformation),
which depends on the data received from the task vehicle. The formula for this process is as follows:

tran D M tran

1" = ———, 5
=5 (5)

where M,,, represents the computational intensity of the state transformation, and F, represents the
CPU cycle of the service vehicle, which remains relatively stationary during the actual calculation
process of the task. Due to continuous upgrading of vehicle equipment and enhancement of wireless
transmission technology, the uploading of task data and the perception of the service vehicle almost
occur simultaneously. In order to minimize the unloading time, the smaller value between ¢ and ™"
is generally taken. Therefore, the transmission time from the task vehicle to the service vehicle can be
represented as:

tupluad,v (Sm: [n) — min {tdalu (Sm, tn) , t;rtm} ) (6)

tdam (Sm, t,,)

2) Unload to Service Base Station: Assuming that the transmission power of the uplink channel
during the unloading process from the task vehicle to the base station is P and the noise power is o,
according to Eq. (1), the wireless upload rate from the task vehicle s,, to the base station E can be
obtained:

- ™

~ 2
Py |\hg| d7 (2

where d; represents the time-varying distance between the task vehicle and the base station, which
is related to the unloading time, the initial position and the movement speed of the task vehicle.
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Therefore, we have:

dy (t) = \/|dy — v’ + HZ, 8)

where d, represents the initial distance between the task vehicle and the base station, H, represents
the height of the base station. Similarly, due to the high-speed movement of the vehicle, the effect of
millisecond-level displacement changes on d; (¢) is negligible. Therefore, d. (#) becomes:

d; (1) = \/1d|" + H;. )

Therefore, as each time slot of the task unloading process, the variation of the time-varying
distance can be regarded as a constant. Thus, Eq. (6) can be rewritten as:

N | (1dol? + Hé)“”)

— (10)

R; = Blog, (1
Similarly, with reference to Eqs. (4) and (5), the data transmission delay ““ (E,t,) and state
transition delay 7 of task unloading to the base station can be obtained:

tdara (E’ [n) — R_DE = ~D2 5 a2 ,
. P H
Blogz(l—i- s lhe] (1" + 1) )

(11)

B

DM %
ttran — tran , 12
£ Fy (12)
where F;; represents the CPU cycle of the MEC server in the base station. Similar to unloading to the
service vehicle, in order to minimize the unloading time, the minimum value of the transmission delay
and the state transition delay is generally taken. Therefore, the unloading delay of the task to the base

station can be represented as:
tuﬂloadﬁE (E, tn) — mln {tdatu (E, Zn) , ttl;an} . (13)

3.2 Computation Model

Once the computing task is generated on the task vehicle and enters decision-making, it will be
executed locally or unloaded to the surrounding service vehicles or base station for execution based
on the strategy and task size selection.

When a task is executed locally or offloaded to a service vehicle, #”” represents the execution delay
on the vehicle, D represents the task size, F, represents the CPU cycle of the vehicle, and M represents
the computational intensity of the task (cycles/bit), i.e., the computational resources required per bit of
input data. Since the resource configuration of the task vehicle and the service vehicle is not consistent,
F, is also different

DM
comp _ M
1 = 7 (14)

When tasks are offloaded to the base station, 7" represents the time delay for task execution
on the base station, where F; represents the CPU cycle of the base station’s MEC server and f“"”
represents the proportion of computing resources allocated to the task in this time slot compared
to the total MEC resources. Therefore, the calculation delay of the task on the base station can be
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expressed as:

, DM
t((ll‘ﬂ]} —

E F Ef'comp '

(15)

Considering the above communication and computation models, the calculation methods for the
time delay of the three task offloading modes considered in this paper can be expressed as follows:

7-'10('0/ = li:omp
TV2V — [upload_v (Sma tn) + tiamp . (16)
TV21 — [upl()mLE (E’ [n) + ttl;mnp

3.3 Dynamic Constraint Model

As this paper considers the scenario of a two-lane road in the vehicular ad hoc network, vehicles
may unload their tasks onto a service vehicle traveling in the opposite direction. The relative speed
between the two vehicles can reach more than 200 km/h. For a time slot with a large amount of task
data, the delay from unloading to the service vehicle and then back to the result transmission can
be significant. Assuming a delay of 0.5 s, the relative distance between the two vehicles increases by
more than 28 meters. Assuming the maximum distance for effective communication between vehicles
is Distysy, this distance must be taken into account. If the initial distance between the task vehicle and
the unloading service vehicle approaches the maximum distance, then during the task unloading and
transmission process, the distance between the two vehicles is very likely to exceed Distysy, resulting
in the inability of the calculation result to be returned normally and the failure of the task unloading
and transmission. This process is referred to as the communication boundary problem in this paper.

In response to the dynamic situation caused by the rapid movement of vehicles, this paper proposes
a dynamic constraint condition, which is expressed as follows:

dy + VT, < Dist)s),. (17)

Regarding the unloading of tasks from the vehicle to the base station, it is stipulated that the
maximum distance allowed for effective communication between the vehicle and the base station is
Disty3y. Assuming the initial distance between the task vehicle and the base station is d; , and the relative
velocity of the task vehicle with respect to the base station during the time slot is v, the following
equation can be derived:

dl + VT, < Dist}s. (18)

Under the dynamic model constraints mentioned above, after the vehicle executes the unloading
strategy and obtains the unloading target, it does not immediately perform the unloading action.
Instead, it evaluates whether the above constraints are satisfied based on the task volume of the time
slot, the location of the vehicle and base station sensed by the environment, and the speed of other
vehicles. If the constraints are satisfied, it immediately performs the current unloading action and
awaits the result. Otherwise, the current target is removed, and the unloading strategy searches for
a suboptimal unloading target until a new target that satisfies the constraints is found. Since this
evaluation is performed locally and has minimal computation, the delay can be ignored.
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3.4 Problem Formulation

The communication model, computation model, and dynamic constraint model for vehicle-to-
base-station joint offloading in vehicular networks have been presented above. This section focuses
on establishing the task offloading and resource scheduling problem for vehicular networks based on
the described system model. In order to achieve the offloading of computational tasks in a dynamic
scenario, to meet the computational resource demands of vehicular network tasks, a multi-constraint
problem with the objective of minimizing the average completion time 7*° of system tasks can be
formulated.

. D1
min 7% (V,, V,, E) = rﬁan 0 {Z tioeat + 2 tvay + 2 ZV2I}
[ Cl . Z rTi S Rtotal

ieM
@:>C <
jem

C3: T, e [60,200] 19
sty Ca S <

C5: £ € [0, 1]

C6: 3—17)

| C7: 3-18)

In Eq. (20) , constraint C1 indicates that the total amount of computing resources in the model
system is greater than or equal to the comprehensive computing resources required for unloading
tasks in each time slot; constraint C2 means that the total amount of computing resources required
for tasks accepted by each service vehicle does not exceed the maximum computing resources owned
by the service vehicle itself; constraint C3 indicates the range of task sizes considered in the model,
with different types of tasks corresponding to different size intervals (in MB); constraints C4 and C5
limit the proportion of computing resources required for tasks unloaded to the base station, and finally
constraints C6 and C7 represent the dynamic constraint model. The optimization problem above is
a non-linear programming problem and has NP-hard characteristics, so the following will use multi-
agent deep reinforcement learning methods to solve this problem.

4 TDO-MADDPG Algorithm
4.1 Markov Decision Process Model

Appropriate decisions are made at the beginning of each period for task offloading of the
vehicle based on the current resources in the system, thus maximizing the long term rewards [17].
At the beginning of the training phase, as the vehicle moves, the task vehicle will make appropriate
actions based on the currently explored environmental situation and receive appropriate environmental
rewards. During the training process, those beneficial strategies will be accumulated until the end of the
training, then the task vehicle in this system will make the best scheduling and task offloading using
the position changes of the service vehicle and the base station. For task offloading of task vehicles in
this scenario, each task vehicle is defined as an agent, and each agent learns one of its own policies that
guides its optimal strategy during task offloading to minimize the average processing delay of the task.
The Markov decision process can be defined as (S, 4, R). The definitions of each part are presented
separately below.
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(1) State

The global state space is made up of the state spaces of multiple task vehicles, and the state space
s; of a task vehicle v/ can be represented as:

S = {Sla L 5SiasN} 8 = {D5 IOC,-, DlStUDlS[E} s (20)

where D and loc; denote the task vehicle The size of this unloaded task and the vehicle location, Dist,
and Dist, represent the set of distances from each service vehicle and the distance from the base station.
Each agent cannot know the complete state space of the environment, the intelligence obtains the state
information of the environment through the observation function, and participates in the training of
the optimal overall rewards based on partial observations.

(2) Action

Since tasks are not split in the model considered in this section and it is guaranteed that the
unloaded tasks can be processed in each time slot, each task vehicle can only unload a single task.
The global action space is composed of the action spaces of multiple task vehicles, and each task
vehicle agent executes its own actions synchronously in each time slot without sequential order, i.c.,
the system executes a joint action. The global action space and the action space of the task vehicles
are defined as:

A: {a1a~~'aia~~'7aN}7ai: {K,E},K: {V;,...,VT > (21)

where V; denotes the set of service vehicles offloaded by the task vehicle, {v!,...,v"} and E denote
whether they are offloaded to the corresponding service vehicle or base station. From the above action
space, it can be seen that as the number of vehicles increases, the dimension of the global action space
also increases dramatically.

(3) Reward

The model is trained in such a way that each task-vehicle agent continuously maximizes its own
long-term reward by interacting with the environment, and makes the global reward converge to the
optimal value of the system. For high-speed moving vehicles in the oV network, the tasks are latency-
sensitive, and the system goal of minimizing the average processing latency of the tasks is made clear
during the Markov model construction process, which is essentially to minimize the task execution
latency of the system. Here the latency of vehicle task processing in the system is included in the
reward function in each time slot, defining the overall reward of the system as R,. Because the goal
of this paper is to minimize the objective function, the reward value should be negative. From the
communication model and computation model above, R, mainly includes the communication delay
re™ and computation delay ;" during the unloading process of the task vehicle. Let the system reward
for each time slot be r,, which represents the weighted sum of the delay of the unloading process of
each task vehicle in that time slot:

rp = prti = Z Pi (Vfomm + V;yomp) > Z o= 1. (22)

ieN ieN
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where p; denotes the reward weighting factor of each agent in that time slot, then the overall reward
of the system shall be the sum of the rewards of each time slot, which can be expressed as:

Rt —_ (RCUWIWI + Rcomp)

=" (Z V") (23)
——(ZZab+m).

iel jeN

4.2 Algorithm Design

The framework of the task dynamic offloading and scheduling scheme for vehicular networks
based on MADDPG is shown in Fig. 2. Each task vehicle agent obtains experience through interaction
with the environment, and then uses the feedback experience to guide its own behavior strategy.
Multiple agents jointly explore the vehicular network environment and replay experiences based on
the experience replay pool to break the correlation between samples and update the main network
parameters and target network parameters of each agent until the model system converges to a stable
state. In order to optimize the overall objective function, the agents here have a completely cooperative
relationship and share the same reward mechanism. At the same time, the implementation process of
this scheme is divided into two stages: centralized training and distributed execution. In the training
stage, the agent obtains a reward with the goal of reducing system latency, and then updates its
corresponding Actor network and Critic network to adjust it to the optimal strategy. In the execution
stage, each agent obtains a local observation state based on the observed local environmental state,
and then makes the optimal offloading strategy based on the trained network.

| Agent 1

= -.. -"_' T - reward 1
i - onv i ronment ~ Server_Vehicle 1
5L ~ |

i

Critle TargetNet

Agent n

|
|
W SN
|
|

Server_Vehicle n

Figure 2: TDO-MADDPG framework

Algorithm 1 shows the training process of the TDO-MADDPG algorithm, which includes the
recovery of experience and the use of experience for network updates. During the experience collection
process, only when the experience recovery pool is full, a set of randomly selected experiences is started
for training, and at the end of the sub-training round, each task vehicle intelligence is softly updated
for its respective target network. For each training round the average delay of the system tasks is
minimized as the optimization objective, and the computational resources of the system are used as
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the constraints, and it is also assumed that the topology of the whole car network is kept relatively
stable during the offloading process of the tasks, which ensures the reliability and stability of the data
transmission to a certain extent.

Algorithm 1: TDO-MADDPG Algorithm

Input: Number of training episodes; Number of vehicles; Number of episode iterations; Experience
replay buffer size; batch sampling size; discount rate; attenuation factor.

Output: Optimal dynamic resource scheduling policies.

1 Initialize the environment;

2  Forepe (l,...,episodes)

3 Initialize the start state;

4 For step € (1,. .., steps)

5 Calculate action ¢, in state s,;
6

7

8

Dynamic constraint calibration based on action a, and update a, again;
Perform action a,, environmental feedback gets reward r, and next state s;;

/

Store (s,, a, T, s,

) as an experience in the experience replay buffer

9 If the experience pool is full and after 10 iterations of steps:
10 Randomly select a set of data from the experience replay buffer;
11 For v, € (v),...,V")

12 Update the Critic network;

13 Update the Actor network;

14 Soft update of target network parameters;

15 End

16 State transfer to the next state s;

17 Calculate the reward for each iteration step;

18 End

19 Record the accumulated reward value for the episode;

20 End

5 Simulation Analysis

This section establishes a real-time dynamic environment for task offloading and resource
allocation in vehicular ad hoc networks and conducts convergence analysis of the TDO-MADDPG
algorithm. The effectiveness of the proposed solution is evaluated through an analysis of the average
task completion time. The algorithm’s performance is trained and analyzed with respect to parameters,
vehicle numbers, and task size. Finally, the algorithm is compared and discussed with DDPG,
MADDPG, ATE (All Tasks for Edge), and ATSV (All Tasks for Server Vehicles) algorithms under
the same scenario, evaluating convergence and average task completion time to demonstrate the
advantages of the optimal strategy.

The simulation in this paper is implemented using Python and Pytorch, running on Ubuntu
18.04.6 operating system with Nvidia GeForce RTX 3080 graphics card. The vehicle movements are
based on the CRAWDAD [18] publicly available autopilot trajectory dataset. The Python version used
is 3.6. The task size interval is [60,200] M B, divided into 15 types of tasks (sizes correspond to 60, 70,
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..., 200 MB), where different sizes represent different types of vehicle tasks. Some key parameters are

listed in Table 3.

Table 3: Key parameters

Parameter

Value

Base station

Vehicles

Computing intensity M

Task vehicle CPU

Service vehicle CPU

MEC server CPU

Task size

Wireless bandwidth

Base station height

Noise power

Uplink trans. power

Path loss factor

Max distance between vehicles

Max distance between vehicles and base station
Max distance between vehicles and base station

1

9-21

128 cycles/bit
9 GHz

10 GHz

15 GHz
[60,200] MB
100 MHz
20 m

10-13 W
1.5W

34

200 m

S5km

5 km

5.1 Recycling Pool Training

Training was conducted on the algorithm with regards to the size of the experience pool and
the size of the sampled data clusters, in order to investigate their impact on the convergence of
the algorithm. As shown in Figs. 3 and 4, batch_size represents the size of the randomly sampled
data cluster during the training process, while buffer_size represents the capacity of the experience

replay pool.
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Figure 3: Different batch_size
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Figure 4: Different buffer_size

As shown in Fig. 3, the main training is based on the batch_size of the training data cluster
randomly sampled from the experience pool, while the buffer_size is fixed at 4096. It can be seen
from the figure that the smaller the batch_size, the greater the fluctuation of the reward value in the
early stage. This is because the system randomly samples the experience set of batch_size from the
experience pool for training each time. If the batch_size is too small, the sampled experience may be
relatively poor, and the resulting reward will fluctuate in the opposite direction. According to the trend
of the different curves in the figure, it can be seen that different data cluster sizes do not ultimately
affect the convergence speed of the algorithm, but they will affect the fluctuation of the algorithm’s
reward value in the early stage of training.

5.2 Vehicles Number Training

Fig. 5 shows the impact of different buffer sizes on the convergence performance of the algorithm
in this paper, with a fixed batch size of 256. It can be seen from the graph that the buffer size has
the greatest influence on the convergence value and speed of the algorithm. When the buffer size is
set to 512, the length of the task queue in this scenario is only 100, and the number of task cars is
7, which means that the task queue cannot fully cover the experience of multi-agent training for one
round. It is easy to fall into a local optimal solution, and therefore the reward under this condition
is the smallest. As shown in the graph, as the buffer size becomes larger, the fluctuations during the
algorithm training process become less and less. This is because when the buffer size is large enough,
it can store more optimal experiences during the later stages of training, which is more conducive to
convergence of training.

Fig. 5 shows the convergence performance of the proposed TDO-MADDPG algorithm in the
given scenario with varying numbers of vehicles, while keeping the task size constant. As revealed by
the simulation parameters, an increase in the number of vehicles also leads to an increase in the number
of task vehicles, i.e., an increase in the number of system agents. It can be observed that with an increase
in the number of training iterations, the reward values gradually increase and eventually stabilize at a
convergent value. At the same time, it can also be seen that with a continuous increase in the number
of vehicles, the probability of reward value fluctuation is higher in the initial stages of the algorithm’s
operation. This is because an increase in the number of vehicles adds to the action and state spaces in
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the model environment, thereby making the environment more unstable. Fig. 6 shows the change of
the average task completion time of the TDO-MADDPG algorithm with different number of vehicles.
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5.3 Task Size Training

Fig. 7 shows the changes in task reward and average completion time under different task volumes
for unloading. The four curves represent different task volumes, with small indicating a task volume
of [60,120], medium indicating a task volume of [80,140], big indicating a task volume of [90,180],
and bigger indicating a task volume of [120,200]. According to the reward convergence Fig. 7a, it can
be seen that as the task volume increases, the convergence speed of the algorithm slows down. When
the data volume is relatively small, the convergence state is reached after 100 rounds of training, and
the average completion time of the task is relatively small, at 0.064 s. This is because when the data
volume is small, the local computing power of the task car is sufficient to process these data, so the
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intelligent agent tends to choose to process the task locally to reduce the system overhead. As the
task volume continues to increase, most of the task data will exceed the local computing capacity,
and the proportion of tasks unloaded to the service car through V2V or to the base station through
V21 will gradually increase. As shown in Fig. 7b, when the data volume becomes very large, continuous
unloading to the service car will cause the data to time out without being processed, resulting in greater
losses, so task unloading will mainly be to the base station, and the average completion time of the task
will increase to 0.1109 s. From the completion time of processing the bigger level of data in Fig. 7c, it
can be observed that when the data volume far exceeds the vehicle’s own processing limit, the average
completion time of the task remains basically unchanged, because at this time, the task will choose to
unload to the base station for processing.
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Figure 7: Different task size (a) convergence (b) task completion time (c¢) task completion time

5.4 Comparative Analysis

To verify the superiority of the proposed algorithm in this paper, this section compares the
algorithm with MADDPG, DDPG, unloading all tasks to the base station ATE, and unloading all
tasks to the service vehicle ATSV in the same scenario, highlighting the performance advantages of
the proposed algorithm. For the MADDPG approach, the dynamic decision-making process during
vehicle operation is not considered, and the unloading target is generated based on the algorithm’s own
decisions, and the unloading action is directly executed. For the ATE approach, the vehicle unloads
all tasks to the base station during dynamic movement, without considering local computing and
unloading to the service vehicle. In the ATSV approach, the vehicle’s tasks are not considered for the
base station, only local computing and unloading to neighboring service vehicles are considered.

Fig. 8 shows the convergence of reward values and comparison with other algorithms for the
dynamic offloading and scheduling algorithm based on TDO-MADDPG, under the same task and
vehicle conditions. It can be observed that the convergence speed of TDO-MADDPG is comparable
to that of MADDPG, but the convergence reward value of TDO-MADDPG is better. This is because
TDO-MADDPG considers dynamic decision-making, excludes edge cases where the communication
distance may be exceeded during the offloading process, and optimizes the global reward value. It
can be seen from the figure that the reward convergence speed of the offloading strategy based on
DDPG is much faster than that of the multi-agent strategy, reaching convergence at around 200
times. However, the final convergence reward value of the scheduling strategy proposed in this paper
using TDO-MADDPG is much better. The reason is that in the centralized training mode, each
agent has a separate policy, limited by the locally observed environmental state, and trained based
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on the reward feedback from the environment, which slows down the convergence speed of the overall
system strategy. At the same time, due to the limitation of service vehicle resources, in the early stages
of training, the strategies assigned by agents can usually lead to resource competition, resulting in
a decrease in the convergence performance of the multi-agent. With the increase of training times,
each agent will gradually improve its action decision-making towards maximizing the overall system
reward, and finally reach the state of overall convergence. In contrast, the single-agent algorithm based
on DDPG has no global reward constraints, and the algorithm cannot grasp the global state of the
system. Each agent maximizes its own reward, which may lead to fluctuation of reward convergence
and finding a global suboptimal solution rather than the global optimal solution, resulting in a lower
reward value than that obtained by applying TDO-MADDPG or MADDPG algorithm. Furthermore,
it can be observed that the DDPG algorithm has a large fluctuation, which is caused by the non-
stationarity of the concurrent exploration and learning process of multiple agents, and the changes of
other agents affect the environment for the agent itself, thereby affecting the dynamic change of the
agent’s state space.
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Figure 8: Comparison of different schemes

From Fig. &, it can be seen that different schemes have different convergence reward situations.
Generally speaking, the ATSV scheme has the smallest reward value, as unloading all tasks to the base
station will result in significant latency. This scheme is used as a benchmark for comparative analysis.
The DDPG scheme is second, and as analyzed earlier, the final convergence value of this scheme may
not be the global optimal solution, but a local optimal solution. The ATE scheme is third, with a
relatively small reward value. Due to limited resources of the service vehicles, there may be resource
competition resulting in incomplete task processing. For the MADDPG scheme, as analyzed earlier,
there may be edge cases, so the reward value is not yet optimal. Therefore, based on the comparison
of the convergence situation of different schemes, the TDO-MADDPG algorithm proposed in this
paper has the optimal final convergence reward value and can also quickly iterate to a convergence
state, indicating that this algorithm is more competitive in this scenario. The following will use more
specific data to compare the performance advantages of this algorithm.

As shown in Fig. 9, we present a comparison of the average completion time of tasks using
different schemes for different numbers of vehicles. It can be observed that the average completion
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time of tasks for AESV and ATE schemes almost remains unchanged, regardless of the number of
vehicles. From the figure, it can be seen that regardless of the variation in the number of vehicles, the
TDO-MADDPG algorithm has the least average completion time for unloading tasks. For instance,
when the number of vehicles is 12, the task average completion time of this algorithm is 7 ms faster
than that of MADDPG, with a performance improvement of 7.6%, and it is significantly higher than
the other three schemes, improving the performance of DDPG, ATSV, and ATE by 51.1%, 28.2%,
and 80.4%, respectively. This demonstrates the superiority and robustness of the TDO-MADDPG
algorithm in terms of latency performance and confirms the excellence of this scheme.
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Figure 9: Average completion time of tasks in different schemes

6 Conclusion

This article focuses on the vehicular ad hoc network environment for fast-moving vehicles, and
combines multi-agent reinforcement learning algorithms with the computation resources of service
vehicles and base stations to achieve the optimization goal of minimizing the average task completion
time. The dynamic task offloading and resource scheduling problems are studied. In a simulated
environment, the proposed algorithm is verified and analyzed through dynamic decision-making, task
offloading, and resource scheduling. The feasibility of the algorithm is verified through convergence
verification and training analysis of relevant parameters. In addition, the training results show that
the algorithm can achieve optimal convergence performance and lower average task processing time
for different numbers of vehicles and tasks, demonstrating its stability and good performance. Finally,
the proposed algorithm is compared and analyzed with four different methods, and even with an
increase in the number of vehicles, it still achieves the lowest average task completion time, indicating
its obvious performance advantages. The comprehensive simulation experiment performance verifies
that the proposed algorithm has excellent performance advantages. In our future work, we will
further consider the security and privacy of vehicular computation offloading and design secure task
offloading schemes for Internet of Vehicles.
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