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ABSTRACT

In this paper, we introduce a novel Multi-scale and Auto-tuned Semi-supervised Deep Subspace Clustering (MAS-
DSC) algorithm, aimed at addressing the challenges of deep subspace clustering in high-dimensional real-world
data, particularly in the field of medical imaging. Traditional deep subspace clustering algorithms, which are mostly
unsupervised, are limited in their ability to effectively utilize the inherent prior knowledge in medical images.
Our MAS-DSC algorithm incorporates a semi-supervised learning framework that uses a small amount of labeled
data to guide the clustering process, thereby enhancing the discriminative power of the feature representations.
Additionally, the multi-scale feature extraction mechanism is designed to adapt to the complexity of medical
imaging data, resulting in more accurate clustering performance. To address the difficulty of hyperparameter
selection in deep subspace clustering, this paper employs a Bayesian optimization algorithm for adaptive tuning
of hyperparameters related to subspace clustering, prior knowledge constraints, and model loss weights. Extensive
experiments on standard clustering datasets, including ORL, Coil20, and Coil100, validate the effectiveness of the
MAS-DSC algorithm. The results show that with its multi-scale network structure and Bayesian hyperparameter
optimization, MAS-DSC achieves excellent clustering results on these datasets. Furthermore, tests on a brain tumor
dataset demonstrate the robustness of the algorithm and its ability to leverage prior knowledge for efficient feature
extraction and enhanced clustering performance within a semi-supervised learning framework.
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1 Introduction

In the field of machine learning, classification [1] and clustering are two core tasks. Classification is
widely used in people’s daily lives, such as face recognition [2,3], sentiment analysis [4], etc. Compared
to classification, clustering does not require the introduction of labels, making it more flexible and
user-friendly. Among existing clustering algorithms, subspace clustering, as a significant branch of
unsupervised learning, aims to cluster data points from the union of low-dimensional subspaces
in an unsupervised manner. With the widespread application of clustering in areas such as image
segmentation [5,6], motion segmentation [7,8], and image clustering [9,10], the importance of subspace
clustering in practical applications has become increasingly evident.

Despite the prevalence of linear subspace clustering algorithms, they often fall short when applied
to real-world data, which may not strictly adhere to linear models. This is particularly true for
nonlinear data structures, such as those found in facial recognition tasks. To bridge this gap, recent
efforts have seen the integration of deep convolutional neural networks with subspace clustering
algorithms [11–14], exemplified by the Deep Subspace Clustering Network (DSC-Net) [15] algorithm.
This approach utilizes deep convolutional autoencoders to unearth nonlinear features for subspace
clustering, thereby bolstering clustering outcomes. Nevertheless, the potential of these deep subspace
clustering algorithms to extract nonlinear features is not fully realized, as evidenced by the simplistic
convolutional layers used in the DSC-Net [15] algorithm, which limit the efficacy of the clustering
process.

Especially noteworthy is the heightened performance challenges of deep subspace clustering
algorithms when dealing with more complex and high-dimensional medical images. This paper focuses
on the classification of intracranial solitary metastases and gliomas, which is one of the challenging
issues in medical imaging [16]. Given the stark differences in treatment approaches and prognoses
between these two tumor types, precise pre-surgical differentiation and diagnosis hold immense
importance [17]. Yet, the autoencoder structures in current deep subspace clustering algorithms,
with their fixed convolutional kernels and pooling layers, struggle to effectively capture the diverse
features of brain tumors. The complexity of brain tumors, with their variable cross-sectional positions
and intricate topological structures, underscores the significance of the receptive field’s size. A field
too small captures merely local features, while one too large may gather irrelevant features. Thus,
optimizing the receptive field within the network is key to improving feature extraction efficiency. With
the development of convolutional neural network architectures, deep network structures like Residual
Network (ResNet) [18] and wide network structures like Inception [19] have been proposed, enabling
the fusion of multi-scale features in terms of width and depth.

Simultaneously, related studies indicate that the introduction of prior knowledge can effectively
enhance clustering performance for medical image data [20]. For example, in brain tumor analysis, the
lesion’s location is critical; brain metastases typically reside just below the cortex, whereas gliomas are
more commonly located in the deep white matter [21,22]. By converting this diagnostic insight into a
prior regularization term within the model, one can markedly enhance the clustering impact on med-
ical images and improve the model’s interpretability. However, despite some deep subspace clustering
algorithms being applied to medical imaging for clustering purposes, they have not yet utilized the
prior knowledge inherent in medical images to enhance clustering performance, thereby limiting their
overall effectiveness. Furthermore, in the realm of current mainstream deep convolutional network
training, the optimization of hyperparameters has become crucial. An appropriate hyperparameter
tuning algorithm can significantly enhance the effectiveness of deep subspace clustering.
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To address these common issues in existing deep subspace clustering algorithms, this paper
introduces a semi-supervised deep subspace clustering algorithm that leverages multi-scale network
structures and automatic hyperparameter tuning (MAS-DSC). The key contributions of this paper
are summarized as follows:

1. Addressing the limitation of current deep subspace clustering algorithms, which rely solely on
simple convolutional neural network layers and consequently restrict clustering effectiveness,
this paper innovatively designs structures based on ResNet deep network and Inception wide
network, along with corresponding reverse ResNet and reverse Inception autoencoder struc-
tures. This design integrates multi-scale feature information from depth and width, achieving
dimensionality reduction for complex image data and successfully extracting crucial features.
Additionally, this paper introduces a self-attention mechanism between each layer of the multi-
scale encoder to further enhance the feature representation capability of the autoencoder.

2. Targeting the limitations of deep subspace clustering in medical images, this paper transforms
prior knowledge about medical tumors into a regularization term in the decision loss function,
thereby enhancing the robustness and interpretability of the model.

3. In response to the hyperparameter tuning challenge, this paper introduces an optimization
method based on Bayesian algorithms, automating the selection of hyperparameters and
effectively improving clustering performance.

4. To validate the effectiveness of the proposed algorithm, extensive experiments were conducted
on standard clustering datasets, including ORL, COIL20, and COIL100. The results indicate
a significant performance improvement of the proposed algorithm, especially on the COI100
dataset, showcasing its robust learning ability for complex structures. Additionally, the paper
annotated a BrainTumor dataset provided by a collaborating hospital to verify the achieve-
ments in medical image clustering. Experimental results on the BrainTumor dataset demon-
strate that the multi-scale autoencoder structure proposed in this paper has excellent learning
capabilities for medical image features. Moreover, the introduction of a semi-supervised
medical prior knowledge regularization term further enhances clustering performance.

The organization of the remaining sections in this paper is as follows. Section 2 provides a
comprehensive review of related work and introduces the concepts of deep subspace clustering, semi-
supervised deep subspace clustering, multi-scale network structures, residual network structures, and
hyperparameter auto-search algorithms. Section 3 provides a detailed exposition of the proposed
semi-supervised deep subspace clustering algorithm based on multi-scale network structures and
hyperparameter auto-search. This chapter also explores its specific implementation in brain tumor
clustering research. Section 4 starts by introducing the datasets, followed by an explanation of the
algorithm’s performance on different datasets. Finally, this chapter conducts ablation experiments,
analyzing the impact of different loss terms on the algorithm and discussing the influence of
various parameters in the Bayesian algorithm on algorithm performance, along with experiments on
convergence analysis. Section 5 concludes the work done in this paper and offers prospects for future
research.

2 Related Work
2.1 Deep Subspace Clustering

In the current field of machine learning, Subspace Clustering (SC) [10] has garnered considerable
attention as an effective method for clustering high-dimensional data. Traditional Subspace Clustering
algorithms [23,24] are dedicated to partitioning a dataset into multiple low-dimensional subspaces,
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assigning corresponding samples to each subspace. Subspace Clustering assumes that any sample can
be linearly represented by other samples from the same category, emphasizing the self-expressive nature
of the data. Therefore, Subspace Clustering typically employs the following loss function [25]:

Lc (C) = ‖C‖p, s.t. X = CX , diag (C) = 0 (1)

where X ∈ Rn×D is the data matrix, with each row representing a sample, C is the coefficient matrix used
for self-expression, and ‖ · ‖p denotes the matrix p-norm. When p = 1, the algorithm corresponding to
this loss function is known as Sparse Subspace Clustering [8].

The advent of deep learning has led to the development of Deep Subspace Clustering (DSC)
[26], which offers a novel solution for analyzing high-dimensional and nonlinear data. DSC leverages
deep neural networks to learn detailed feature representations, enhancing the ability to model data
subspaces. Its effectiveness in learning complex, nonlinear features make it superior for processing
intricate datasets, including images and medical data. DSC has shown to outperform traditional
methods like Sparse Subspace Clustering (SSC) [10] and Low-Rank Representation (LRR) [23] in
image data analysis. The clustering loss function in Deep Subspace Clustering algorithms (DSC-Net)
not only determines the coefficients matrix C but also improves the embedded features Z, resulting in
more accurate clustering.

The clustering loss used in DSC-Net is given by:

Lc (w, C) = ‖C‖p + λ‖Z − CZ‖2
F , s.t. zi = fw (xi), diag (C) = 0. (2)

To optimize this loss, Ji et al. [15] ingeniously designed a self-expression layer that performs the
operation Z = CZ, treating C as a trainable parameter in this layer. This allows the minimization of
‖C‖p to be achieved directly by adding a regularization term to the network weights.

The autoencoder (AE) [27] is the most commonly used neural network trained in an unsupervised
manner and has been widely employed for clustering tasks. Specifically, an autoencoder typically
consists of two sub-networks, an encoder fw and a decoder gu, to reconstruct input samples and learn
sample features zi = fw (xi). The training is performed using the following loss function:

Ln (w, u) = Lr =
n∑

i=1

‖xi − gu (fw (xi)) ‖2
2. (3)

Ji et al. [15] proposed training the clustering loss Lc from Eq. (2) together with the reconstruction
loss Lr. In the model implementation, they defined ‖Z − CZ‖ as a self-expression layer, inserted
between the output of the encoder and the input of the decoder, achieving end-to-end training for
the entire model.

Recently, some scholars [28] have also optimized clustering effects from the perspective of the
representation learning layer. For instance, Lv et al. [29] employed pseudo-label supervised similarity
learning to enhance clustering performance, while Li et al. [30] optimized clustering effects using a
multi-view approach. Unlike their work, which improves performance by refining the downstream
clustering task, our paper focuses on enhancing the feature extraction capabilities of autoencoders in
the upstream task to subsequently improve the downstream clustering task. Moreover, the application
of deep clustering problems to medical images is feasible; for example, researchers [31] have achieved
commendable results by performing deep embedding clustering on large-scale medical images using
deep variational autoencoders. However, their method is based on unsupervised clustering, which lacks
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emphasis on the distinctive features and interpretability of medical images. Our paper, through a semi-
supervised mechanism, utilizes a small portion of labeled medical image data to extract key prior
knowledge, which is then integrated into a traditional classification framework as a regularized loss
term, guiding the process towards more accurate clustering.

2.2 Semi-Supervised Deep Subspace Clustering

Most semi-supervised clustering frameworks integrate an unsupervised clustering loss with a
constraint-based loss. In recent advancements, Guan et al. [32] introduced a model for feature space
learning within a semi-supervised paradigm to enhance the comprehension and learning of feature
representations. Similarly, Kang et al. [33] amalgamated multi-kernel learning with semi-supervised
approaches to tackle clustering challenges. When juxtaposed with conventional unsupervised deep
clustering methods, semi-supervised deep subspace clustering algorithms exhibit a superior capacity
to extract more meaningful and discriminative features, thereby bolstering clustering outcomes.
Empirical research underscores the pivotal importance of incorporating prior knowledge into semi-
supervised medical image clustering to significantly refine the clustering process [20]. This paper zeroes
in on the clustering of brain tumors, revealing that the incorporation of prior knowledge regarding
the morphology and spatial distribution of brain tumors as clustering constraints exerts a beneficial
influence on the enhancement of clustering accuracy.

2.3 Multiscale Network Architecture

Drawing inspiration from image processing architectures like Visual Geometry Group (VGG) Net
[34] and Google Inception Net (GoogleNet) [19], the Inception Architecture Version 3 (InceptionV3)
module [35] has been employed for its efficacy in feature extraction and image reconstruction, yielding
commendable results. The Inception module enhances the conventional convolutional layers by
reducing the number of parameters while simultaneously expanding the network’s depth and breadth.
It executes parallel computations on various transformations of the same input and amalgamates
their outcomes into a unified output. The utilization of the Inception module is advantageous for
distilling feature information from images laden with noise through convolutional kernels of differing
sizes, thereby endowing the model with improved generalization capabilities. Some multi-scale neural
network models have also been utilized to address the classification of medical images, such as [36,37]
which employs multimodal and multi-scale deep neural networks for the early diagnosis of Alzheimer’s
disease. However, these models use supervised methods. This paper, through a combination of semi-
supervised and unsupervised clustering methods, reduces the reliance on semantic labels and effectively
leverages the potential value of unlabeled data.

In 2016, He et al. proposed a deep residual network (ResNet) for image recognition in the paper
[18]. ResNet is a type of convolutional neural network (CNN) that introduces the concept of shortcut
connections, adding the input from the previous layer to the output of the current layer. These
connections facilitate easier training of the network and have been shown to improve performance
[38], as well as mitigate the issue of vanishing gradients, thereby accelerating the convergence of deep
networks. The innovative architecture of ResNet has been widely adopted in medical image processing,
demonstrating remarkable capabilities in tasks [39] such as image classification, lesion detection, and
tissue segmentation. In a different approach, the Dense Convolutional Network (DenseNet) [40]
utilizes cross-layer connections, which strengthens feature propagation and reuse, leading to more
efficient feature extraction [41,42].
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2.4 Automatic Hyperparameter Search

Fine-tuning hyperparameters is essential for deep learning models to achieve peak performance.
Traditionally, this optimization has been a manual, iterative process performed by experienced
practitioners, which is inefficient and may not yield the best results. Automated hyperparameter
adjustment is now being explored to enhance both efficiency and model performance.

In response to the drawbacks of manual tuning, a spectrum of automatic hyperparameter
search algorithms has been introduced, including grid search [43], random search [44], evolutionary
algorithms [45], reinforcement learning-based methods [46], and notably, Bayesian optimization
[47,48]. Bayesian optimization stands out as a particularly efficient automated method. Unlike grid
search, which methodically probes a set parameter grid, or random search, which selects parameters
unpredictably, Bayesian optimization smartly navigates the parameter space by learning from past
outcomes, thus reducing the number of trials and accelerating the discovery of superior solutions.
When compared to evolutionary algorithms, Bayesian optimization is more evaluation-efficient,
as it constructs a probabilistic model to forecast which parameters are likely to perform better.
Evolutionary algorithms, in contrast, require extensive computation to generate and test multiple
candidate solutions. Bayesian optimization also offers a more direct approach than reinforcement
learning, which is generally applied to strategy learning in complex scenarios. Specifically tailored
for hyperparameter optimization, Bayesian optimization uses probability models, such as Gaussian
processes, to estimate the performance of untested parameters, guiding the selection of new candidates
more effectively.

3 Our Proposal: Multiscale and Auto-Tuned Semi-Supervised Deep Subspace Clustering, MAS-DSC

In exploring Deep Subspace Clustering algorithms (DSC-Net), we identified a limitation in feature
extraction due to the simplistic layering of convolutional neural networks within its autoencoder
architecture, which hampers the effective extraction of multiscale features. Moreover, the DSC-Net
algorithm’s performance is compromised by the need for manual adjustment of weights for clustering
loss, autoencoder reconstruction loss coefficients, and various hyperparameters within the subspace
clustering framework. To overcome these challenges, our paper introduces an advanced convolution
and deconvolution architecture inspired by Resnet and Inception models. We have optimized the
network’s architecture both horizontally and vertically, and have incorporated attention mechanisms
to further refine the feature extraction capabilities of the autoencoder. This enhancement significantly
boosts the deep subspace clustering performance. Additionally, we have integrated a Bayesian-based
hyperparameter optimization algorithm that autonomously navigates the hyperparameter space,
thereby markedly improving the model’s clustering efficacy.

In the context of brain tumor datasets, our paper adopts a semi-supervised methodology that
leverages existing clinical knowledge about brain tumors. The subsequent sections will delve into a
comprehensive discussion of these innovations.

3.1 Multiscale Autoencoder Structure

This paper proposes a convolutional and deconvolutional autoencoder structure based on the
Resnet and Inception architectures. Simultaneously, an attention mechanism is introduced to enhance
the feature extraction effectiveness. The structure of the proposed autoencoder is illustrated in Fig. 1.
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Figure 1: This is the autoencoder framework during the pretraining part of the pretraining and fine-
tuning process, where we first pretrain a deep autoencoder without the self-expression layer using the
autoencoder; then, we use this pretrained model for initialization to fine-tune the entire network

3.1.1 Feature Block and Decode Feature Block

As shown in Table 1, the Feature Block consists of three convolutional layers. Each convolutional
layer has a kernel size of 3 ∗ 3, a stride of 2, and employs the “same” padding. Each layer of the
Feature Block reduces the size of the original image by half. The corresponding Decode Feature Block
performs the operation of doubling the size of the feature maps.

Table 1: The parameter details of feature block and decode feature block

Kernel size Stride Padding

Feature block layer 1 3 ∗ 3 2 SAME
Feature block layer 2 3 ∗ 3 2 SAME
Feature block layer 3 3 ∗ 3 2 SAME

3.1.2 Inception Block and Decode Inception Block

As shown in Table 2, the Inception Block consists of three convolutional branches. The first
branch has a kernel size of 2 ∗ 2, a stride of 2, the second branch has a kernel size of 3 ∗ 3, a stride of 2,
and the third branch has a kernel size of 5 ∗ 5, a stride of 2. The padding for all three branches is “same.”
Each branch of Inception reduces the size of the original image by half while employing different-sized
convolutional kernels to aggregate features of varying scales, enhancing the feature extraction effect.
The corresponding Decode Inception Block doubles the size of the feature maps.

Table 2: The parameter details of inception block and decode inception block

Kernel size Stride Padding

Inception block branch 1 2 ∗ 2 2 SAME

(Continued)
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Table 2 (continued)

Kernel size Stride Padding

Inception block branch 2 3 ∗ 3 2 SAME
Inception block branch 3 5 ∗ 5 2 SAME

3.1.3 Resnet Block and Decode Resnet Block

As shown in Table 3, the Resnet Block consists of 2 convolutional layers. The first layer has a
kernel size of 2 ∗ 2, a stride of 1, and the second layer has a kernel size of 3 ∗ 3, a stride of 1. Both
layers use “same” padding. The Resnet Block does not change the size of the input feature map, and it
is introduced to enhance feature extraction while speeding up the network training process. Similarly,
the Decode Resnet Block does not alter the size of the input feature map.

Table 3: The parameter details of resnet block and decode resnet block

Kernel size Stride Padding

Resnet block layer 1 2 ∗ 2 1 SAME
Resnet block layer 1 3 ∗ 3 1 SAME

3.1.4 Self-Attention Block

The Self-Attention Block used in this paper is based on the attention module of Efficient Channel
Attention for Deep Convolutional Neural Networks (ECA-Net), as illustrated in Fig. 2. Compared
to Squeeze Excitation Network (SE-Net), ECA-Net removes the fully connected layer after global
average pooling and replaces it with a 1 ∗ 1 convolution after channel-wise global average pooling
without dimension reduction. ECA-Net utilizes a one-dimensional convolution for inter-channel
information interaction, and the size of the convolution kernel k is adaptive through a function.

3.2 Semi-Supervised Deep Subspace Clustering with Prior Knowledge

3.2.1 Prior Knowledge Constraints

In this paper, a semi-supervised algorithm based on prior knowledge is proposed for the brain
tumor dataset. The focus is on the classification of gliomas and brain metastases, and the relevant
medical knowledge provides the following prior information:

1. Gliomas often exhibit irregular shapes, while brain metastases tend to be relatively regular.
2. In terms of lesion locations, brain metastases are more likely to be located below the cortex,

while gliomas are often found in the deep white matter.

To capitalize on this prior knowledge, we initially process Computed Tomography (CT) images
using the You Only Look Once version 5 (YOLOv5) algorithm to segment the tumor regions. The
tumor coordinates (x_left, y_left), (x_right, y_right), along with the length and width of the tumor
shapes, are then utilized as inputs for a Support Vector Machine (SVM) classifier.
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Figure 2: The architecture of self-attention block

A subset comprising 25% of the dataset, as delineated by YOLOv5, is employed to train the
SVM model. The SVM takes the aspect ratio and the distance to the mass center as input, producing
probabilities corresponding to gliomas and metastases. The output probabilities, ranging from 0 to 1,
are adjusted using hyperparameters a, where 0 < η1 < 1. If the probability is within the range [0, η1],
it is classified as a glioma; if it falls within (η1, 1], it is classified as a metastasis.

3.2.2 The Algorithm Workflow of MAS-DSC

By initiating the process with the pre-training of an SVM classification model using a select
proportion of samples, our novel MAS-DSC algorithm harmoniously blends this pre-training phase
with the fine-tuning stages inherent to the DSC-Net algorithm. The procedural flow of the MAS-DSC
algorithm is depicted in Fig. 3.

As illustrated in Fig. 3, we commence with the BrainTumor dataset, where 25% of the data is
employed to train an SVM classifier, guided by predefined knowledge-based rules. This step is omitted
for the standard dataset. Subsequently, we proceed to train the proposed multi-scale autoencoder.
During this phase, a self-expression layer is integrated, which is then followed by a meticulous fine-
tuning of the deep autoencoder. The culmination of this process involves the refinement of the
hyperparameters within the deep clustering model, achieved through the application of a Bayesian
optimization algorithm.

The loss function of MAS-DSC is as follows:

Y (θ , C) = 1
2
||X − X̂θ ||2

F + λ1||C||� + λ2||Z − ZC||2
F + λ3F (θe, X) s.t. (diag (C) = 0) (4)

In the loss function, the autoencoder’s reconstruction loss is denoted by the first term, while the
second and third terms encapsulate the loss associated with the self-expression layer. The fourth term
represents the clustering loss function, which is introduced and informed by the SVM classifier. Given
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that deep subspace clustering algorithms do not inherently preserve the order relationship between the
output clusters and the corresponding input images—since clustering is inherently a self-optimizing
process—the semi-supervised approach employed in this study utilizes an SVM to infer the category
probability based on the input images. We set hyperparameters η1, where 0 < η1 < 1. When the
probability is between [0, η1], it is considered as glioma; when it is between (η1, 1], it is considered
as metastatic tumor. Otherwise, it is considered as ineffective for semi-supervision on specific inputs,
and we assign a class label of 2, which will not affect the clustering results. Our goal is to minimize
clustering error rate as much as possible, so the fourth term in the corresponding formula represents
the clustering error rate based on SVM-predicted labels and the current model’s clustering in the model
fine-tuning step. The coefficients in Eq. (6) represent the weights of the corresponding losses during
the model fine-tuning in step 3.

Figure 3: The algorithm flowchart of MAS-DSC

3.2.3 Bayesian Hyperparameter Optimization

The core of the MAS-DSC algorithm’s Bayesian optimization consists of two parts:

1. Gaussian Process Regression: It calculates the mean and variance of the function value at each
point.

2. Acquisition Function Construction: Based on the mean and variance, it constructs an acquisition
function to determine where to sample during this iteration.

The specific algorithm flow is shown in Algorithm 1.

Algorithm 1: Framework of bayesian hyperparameter optimization
1: Select n0 sampling points and compute the values of f (x) at these points.
2: n = n0

(Continued)
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Algorithm 1 (continued)
3: While {n ≤ N} do
4: Update the mean and variance of p (f (x) p) based on the sampling data D =

{(xi, f (xi)), i = 1, . . . , n}
5: Calculate the acquisition function u (x) based on the mean and variance of p (f (x) | D)

6: Determine the next sampling point xn+1 = argmaxxu (x) based on the maximum value of the
acquisition function

7: Compute the function value at the next sampling point: yn = f (xn+1)

8: n = n + 1
9: end While
10: Return argmax (f (x1), . . . , f (xN)) and the corresponding y values.

3.2.4 Hyperparameter Descriptions

In response to the issue of manually setting hyperparameters in the DSC-Net algorithm, the MAS-
DSC algorithm proposed in this paper introduces Bayesian optimization for hyperparameter tuning.
The hyperparameters in this study are categorized into three types: hyperparameters for the loss
function during model fine-tuning, hyperparameters for subspace clustering, and hyperparameters
related to prior knowledge, as shown in Table 4.

Table 4: The various hyperparameter losses of MAS-DSC

Description Range

λ1 The weight of self-expression layer 0.1–2.0
λ2 The weight of collaborative matrix 0.1–4.0
λ3 The weight of semi-supervised 0.1–4.0

In Table 4, in the loss function, the hyperparameters λ1 − λ3 correspond to the encoder recon-
struction loss, self-expression layer loss, subspace clustering loss, and clustering loss based on prior
knowledge in Eq. (6).

As shown in Table 5, the hyperparameter ro represents the regularization term for subspace
clustering. The parameter alpha is typically used to adjust or threshold the similarity matrix. The
variable dim_space represents the dimensionality of the subspace after reduction, indicating the
dimensionality of the subspace to which the data is reduced before performing spectral clustering.

Table 5: The various hyperparameters in subspace clustering

Description Range

ro Subspace clustering regular term [3, 12]
dim_space Dimension of subspace [3, 12]
alpha Subspace clustering threshold [0.1, 0.5]
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As shown in Table 6, this paper sets the hyperparameters η1, where 0 < η1 < 1. When the
probability is in the range [0, η1], it is considered as glioma; when the probability is in the range (η1, 1],
it is considered as metastatic tumor.

Table 6: The semi-supervised hyperparameter description

Description Range

η1 Threshold of SVM decision probabilities based on prior knowledge. [0, 1]

4 Experiments
4.1 Dataset

To evaluate the clustering performance of the proposed method, experiments were conducted
on three subspace tasks: a) Face Recognition (ORL), b) Object Clustering (COIL20 and COIL100),
and c) Medical Image Clustering (a brain tumor classification dataset collected from a collaborative
hospital). Among these, the clustering task on the face recognition dataset is relatively straightforward,
as facial images approximately lie on the union of linear subspaces. However, the latter two tasks
are more challenging due to their complex shapes, noise interference, and the presence of nonlinear
relationships, making accurate representation in nonlinear subspaces more challenging.

The ORL dataset [49] consists of facial images from 40 different subjects, with 10 facial images
per subject under different lighting conditions. Each subject’s facial images exhibit various facial
expressions (open/closed eyes, smiling/non-smiling) and facial details (with/without glasses) [49]. The
COIL-20 [50] dataset comprises 1440 toy images from 20 categories, while COIL-100 [50] includes
7200 images of 100 objects. In both databases, the shooting pose of each object varies at intervals of 5
degrees, resulting in a total of 72 images per object. As shown in Fig. 4.

For medical image clustering, this paper utilized a brain tumor dataset collected from the
Affiliated Changshu Hospital of Soochow University, which includes gliomas and brain metastases,
as illustrated in Fig. 4. These two types of tumor diseases constitute approximately 70% of patients
with brain tumors in the hospital. Due to the limited availability of datasets for other brain tumor
diseases, we chose to concentrate on this larger and representative subset of data.

In this research, we acquired compressed T1-weighted Magnetic Resonance Imaging (MRI)
images from 233 patients at our partner hospital, with the ethical committee’s approval. These
images are saved in the Neuroimaging Informatics Technology Initiative (NII) format, where each
file comprises 18 2D cross-sectional slices. To maintain data integrity, a manual screening was initially
performed. Two seasoned neuroimaging specialists preliminarily examined the images, discarding any
with motion or metal artifacts, or inconsistent signal intensities. Given that not all slices in a patient’s
MRI sequence may exhibit tumor characteristics, we utilized Python’s nibabel library to access the
18 2D slices. We then meticulously selected the most diagnostically valuable slice for each patient,
focusing on tumor clarity and contrast. This process, conducted by professional radiologists, resulted
in a refined dataset of 140 2D slices each for gliomas and brain metastases.

These selected slices were then processed through YOLOv5 for precise extraction of the Regions
of Interest (ROI). We meticulously documented the coordinate details of each tumor’s bounding box
during detection and executed the necessary cropping. This meticulous curation culminated in the
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creation of the “BrainTumor” dataset, which is distinguished by its precise tumor localization and
serves as a robust experimental basis for our study.

Figure 4: Sample images from ORL, COIL20 and COIL100, BrainTumor

4.2 Evaluation Metric

We use Clustering Accuracy (ACC) and Normalized Mutual Information (NMI) to evaluate the
performance of the clustering algorithm. ACC is defined as the best match between true labels y and
predicted labels c:

ACC (y, c) = max
m

n∑
i=1

1 {yi = g (ci)}
n

, (5)

where yi and ci are the true labels and predicted labels for sample xi, respectively, and g is a one-to-one
mapping from predicted labels to true labels. The optimal mapping can be efficiently obtained using the
Hungarian algorithm [51]. The predicted labels can be obtained from the clustering indicator vector
si : ci = arg maxjsij.
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NMI is defined as:

NMI (y, c) = 2I (y, c)
H (y) + H (c)

, (6)

where I and H represent mutual information and entropy, respectively. ACC and NMI both take values
in the range [0, 1]. Higher values indicate better clustering performance.

4.3 Implementation Details

The MAS-DSC model is implemented in Python 3.7 using PyTorch 1.13, and the optimizer
used is Adam [52]. For all experiments, the learning rate is initially set to 1.0 × 10−3. The pre-
training of the convolutional autoencoder is performed for 2000 epochs, and its weights are used
for initialization. Subsequently, in the training phase, the learning rate is set to 1.0 × 10−3 for the
first 100 epochs and then reduced to 1.0 × 10−5. The training period for the fine-tuning stage is set
to 200 epochs, and the number of clusters K is determined by the corresponding dataset categories.
The model is constructed using an encoder and a symmetric decoder with convolutional modules
incorporating ResNet blocks, Inception blocks, and self-attention mechanisms. Initially, we pretrain
an autoencoder with the same structure and then fine-tune our model by fitting the pre-trained weights.
For hyperparameter settings, we employ Bayesian optimization algorithms, and detailed optimization
strategies for different parameters in the Bayesian algorithm are explained in Section 3.2.3. The
experiments are conducted on a single NVIDIA GeForce RTX 3060 GPU.

4.4 Ablation Study

To validate the effectiveness of our proposed algorithm, we conducted ablation experiments on the
ORL, COIL20, COIL100, and BrainTumor datasets to assess the impact of the three innovations in
our approach: the multi-scale autoencoder network structure, the semi-supervised mechanism based
on prior knowledge, and the Bayesian hyperparameter optimization algorithm. The results of the
ablation study are shown in Table 7, with the best results highlighted in bold.

Table 7: Ablation study on MAS-DSC on ORL, COIL20, COIL100, BrainTumor

Component Choice

Multiple dimension encoder architecture � � �
Bayesian search � �
Semi-supervision based on prior knowledge �
ACC on ORL 85.24% 86.76% 87.25% –
ACC on COIL20 93.01% 94.68% 95.07% –
ACC on COIL100 66.42% 72.09% 77.99% –
BrainTumor 74.07% 76.14% 78.19% 81.21%

From the experimental results, we can draw the following conclusions: Using only the multi-scale
autoencoder structure shows a significant improvement compared to the DSC-Net structure on each
dataset, especially on the COIL100 dataset, where the clustering accuracy improves by approximately
5.67%. This indicates that the feature extraction capability of the multi-scale autoencoder network
structure is stronger, leading to a significant enhancement in the performance of deep subspace
clustering, especially on relatively complex datasets. After introducing the Bayesian hyperparameter
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optimization algorithm, our algorithm further improves accuracy (ACC) on the respective datasets,
essentially reaching optimal results. For the BrainTumor dataset, our algorithm introduces a semi-
supervised mechanism based on prior knowledge on top of the multi-scale autoencoder. The ACC
metric improves by approximately 3.02%. This suggests that leveraging prior knowledge from medical
experts can help the model obtain more discriminative feature representations.

As shown in Fig. 5, where NULL represents adopting DSC-Net, Multi-scale Deep Encoder-
Decoder Architecture (MDEA) uses the multi-scale autoencoder structure, Semi-Supervised Prior
Knowledge (SSPK) represents using the semi-supervised mechanism based on prior knowledge, and
Bayesian Search (BS) indicates the use of Bayesian hyperparameter optimization. The figure intu-
itively reflects that the three innovations proposed in this work, namely the multi-scale autoencoder
structure, Bayesian hyperparameter optimization, and the semi-supervised mechanism based on prior
knowledge, have significantly improved the model accuracy on various datasets. This demonstrates
the effectiveness of our work. This series of ablation experiments provides strong support for the
innovations in our algorithm and offers important insights into enhancing the performance of deep
clustering methods.

Figure 5: The ablation experiment result of MAS-DSC

4.5 Comparing Method

We compared our method with both shallow and deep clustering techniques, including Low-
Rank Representation (LRR) [23], Low-Rank Subspace Clustering (LRSC) [53], Sparse Subspace
Clustering (SSC) [10], Kernel Sparse Subspace Clustering (KSSC) [54], Orthogonal Matching Pursuit
for SSC (SSCOMP) [55], Efficient Dense Subspace Clustering (EDSC) [56], Deep Subspace Clustering
Networks (DSCNet) [15], SSC with Pre-trained Convolutional Auto-Encoder (AE + SSC), EDSC
with Pre-trained Convolutional Auto-Encoder (AE + EDSC), Deep Subspace Clustering Algorithm
(DSCNet), and Deep Adversarial Subspace Clustering Algorithm (DASC) for EDSC, Synchronous
Data Representation Learning and Subspace Clustering (DSC-L1) [57], Deep Self-Representative
Subspace Clustering Network (DSRSC) [58], Pseudo-Supervised Deep Subspace Clustering (PSSC)
[31], and Adaptive Attribute and Structure Subspace Clustering Network (AASSC-Net) [59]. The
experimental results of the error rates for each algorithm on the respective datasets are presented in
Table 8, with the best results highlighted in bold.
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Table 8: Clustering error (%) on ORL, COIL20 and COIL100, on ORL, COIL20, COIL100,
BrainTumor

Methods ORL COIL20 COIL100 BrainTumor

LRR 38.25 31.01 59.82 –
LRSC 32.5 31.25 50.67 –
SSC 32.5 14.86 44.9 –
AE + SSC 26.75 22.08 47.93 –
KSSC 34.25 24.65 47.18 –
SSC-OMP 36 45.9 66.39 –
EDSC 27.25 14.86 38.13 –
AE + EDSC 26.25 14.79 38.88 –
DSC-Net-L1 14.25 6.95 33.62 25.6
DSC-Net-L2 14 5.14 30.96 23.7
DASC 12.35 4.31 27.83 21.13
DSC-L1 13.78 4.25 29.24 –
DSRSC 11.5 4.01 27.47 –
PSSC 13.25 4.17 29.56 –
AASSC-NET 11.43 3.36 25.28 –
MAS-DSC 12.75 4.93 22.91 18.79

As shown in Table 8, our proposed algorithm achieves clustering error rates of 12.75% on the ORL
dataset and 4.93% on the COIL20 dataset, performing well compared to the majority of algorithms. On
the more challenging COIL100 dataset, our algorithm excels with an error rate of 22.91%, which stands
as the best result among all the evaluated clustering algorithms. This indicates that our algorithm has
an advantage in clustering complex datasets, primarily because the proposed multi-scale autoencoder
can effectively extract features from complex datasets, thereby improving clustering performance.

Additionally, we have replicated the DSC-Net and DASC algorithms on the BrainTumor dataset,
with their respective clustering error rates being 25.6%, 23.7%, and 21.3%. In contrast, our algorithm
achieved the best result on the BrainTumor dataset with an error rate of 18.79%. These experimental
results suggest that our structural advantages and the semi-supervised mechanism based on prior
knowledge can effectively enhance clustering performance when dealing with medical image datasets.

4.6 Convergence Analysis

4.6.1 MAS-DSC Convergence Analysis

To validate the convergence of the proposed method, a series of experiments were conducted
on the ORL, COIL20, COIL100, and BrainTumor datasets. The experimental results are depicted
in Fig. 6. On the ORL dataset, our model reaches convergence after 100 fine-tuning iterations,
achieving a clustering accuracy of approximately 87%. On the COIL20 dataset, the model attains
a 95% accuracy after 50 fine-tuning iterations. For the COIL100 dataset, the model converges
around 80 iterations during the fine-tuning phase, reaching an accuracy of about 77%. These results
collectively demonstrate the excellent convergence of the proposed multi-scale network structure. To
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verify the convergence of the proposed semi-supervised method based on prior knowledge, validation
experiments were conducted on the BrainTumor dataset. The experimental results indicate that the
model reaches convergence after approximately 120 fine-tuning iterations, stabilizing at a clustering
accuracy of around 81%. Thus, experimental evidence confirms that the proposed semi-supervised
method based on prior knowledge exhibits good convergence.

Figure 6: Convergence analysis on ORL, COIL20, COIL100, BrainTumor

4.6.2 Convergence Analysis of Bayesian Hyperparameter Tuning

In this study, Bayesian optimization is employed for hyperparameter optimization. To demon-
strate the convergence of the Bayesian optimization algorithm, we conducted five independent random
experiments on the BrainTumor dataset. The experimental results are illustrated in Fig. 7. At the
beginning of the model fine-tuning phase, the model’s clustering accuracy from random search is
relatively poor. However, as the Bayesian optimization algorithm iterates, the corresponding model’s
clustering accuracy continuously improves, and the model converges around 20 iterations of the
Bayesian algorithm. Due to limitations in Graphics Processing Unit (GPU) resources, the optimal
parameters obtained by the Bayesian algorithm might be a local optimum. Nevertheless, compared
to the manually designed hyperparameters in DSC-Net, the corresponding results have shown a sig-
nificant improvement. The optimal hyperparameter results obtained using Bayesian hyperparameter
optimization algorithm are presented in Table 9.
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Figure 7: Convergence analysis of MAS-DSC algorithm based on bayesian optimization algorithm

Table 9: Hyperparameter optimal results on ORL, COIL20 and COIL100, on ORL, COIL20,
COIL100, BrainTumor

ORL COIL20 COIL100 BrainTumor

λ1 3.7 1.24 2.69 0.13
λ2 1.42 1.21 0.31 0.34
λ3 – – – 1.91
ro 4 11 4 4
dim_space 5 11 9 10
alpha 0.29 0.25 0.31 0.48
η1 – – – 0.27

5 Conclusion

This study introduces a semi-supervised deep subspace clustering algorithm that improves upon
the feature extraction limitations of existing deep clustering methods, particularly in the context of
brain tumor differentiation. By integrating a multi-scale network structure with automated hyperpa-
rameter tuning through Bayesian optimization, the algorithm enhances feature representation and
learning robustness. The model incorporates expert medical knowledge as constraint losses, which
proves beneficial for the accuracy of medical image clustering. The effectiveness of the proposed
method is confirmed through experiments on standard datasets and a brain tumor dataset from a
partner hospital. The results, supported by ablation studies and comparative analyses, demonstrate
the superior performance of our algorithm in accurately clustering brain tumors.
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