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ABSTRACT

Suicide has become a critical concern, necessitating the development of effective preventative strategies. Social
media platforms offer a valuable resource for identifying signs of suicidal ideation. Despite progress in detecting
suicidal ideation on social media, accurately identifying individuals who express suicidal thoughts less openly or
infrequently poses a significant challenge. To tackle this, we have developed a dataset focused on Chinese suicide
narratives from Weibo’s Tree Hole feature and introduced an ensemble model named Text Convolutional Neural
Network based on Social Network relationships (TCNN-SN). This model enhances predictive performance by
leveraging social network relationship features and applying correction factors within a weighted linear fusion
framework. It is specifically designed to identify key individuals who can help uncover hidden suicidal users
and clusters. Our model, assessed using the bespoke dataset and benchmarked against alternative classification
approaches, demonstrates superior accuracy, F1-score and AUC metrics, achieving 88.57%, 88.75% and 94.25%,
respectively, outperforming traditional TextCNN models by 12.18%, 10.84% and 10.85%. We assert that our
methodology offers a significant advancement in the predictive identification of individuals at risk, thereby
contributing to the prevention and reduction of suicide incidences.
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1 Introduction

Suicide is a significant contributor to global mortality, accounting for over 700,000 deaths
annually [1,2]. Early detection of individuals at risk is crucial for effective suicide prevention [3]. Social
media platforms, where individuals often express their thoughts openly during periods of suicidal
ideation, have emerged as critical tools for assessing mental well-being [3,4]. The detection of suicide
risk through social media offers the advantages of wide reach, cost-effectiveness, and access to real-
time information, distinguishing it from traditional methods like clinical diagnosis and questionnaire
assessments [5–7]. Thus, it is imperative to provide effective risk assessment and crisis intervention for
users at risk of suicide on these platforms.
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Previous research has demonstrated the efficacy of artificial intelligence (AI), especially in natural
language processing (NLP) and machine learning, for online suicide risk assessment through text
analysis [8–11]. However, these text-based assessments might not identify individuals who do not
openly express their suicidal thoughts online [12–14]. Moreover, the authenticity of the posts must
be verified. Without considering additional features, interpreting certain posts could be challenging.
Integrating non-textual features, such as social network relationships, could enhance the accuracy of
suicide risk predictions. This feature is crucial for identifying at-risk users online, as most suicidal
users have bidirectional connections with others who are either suicidal or have public profiles, with
few non-suicidal connections [15]. Another study revealed that suicidal ideation could spread through
social network relationships on social media, showing an infectious effect that intensifies through user
interaction [16]. Our research, therefore, prioritizes the extraction of features related to social network
relationships to advance the prediction of suicide risk.

Several challenges hinder progress in this field. Initially, the existing body of research on this
subject is somewhat limited, with most studies focusing on the following relationships to measure
their influence within social networks [17]. It is important to recognize that the social network
structure of suicidal individuals is typically narrow and sparse, offering limited identifiable features.
Nevertheless, users exhibit a range of valuable social behavioral factors, such as network activity,
frequency of nocturnal blog posts, and network confidence [18]. To our knowledge, there has been
no progress in integrating these factors into the analysis of social network relationships. This study
aims to incorporate these elements as corrective factors, enhancing our predictive accuracy regarding
suicide risk.

Furthermore, there is a notable lack of publicly available, authoritative Chinese datasets focusing
on social network relationships, with the majority being in English and consisting primarily of textual
data [19,20]. Cultural differences may impede the effectiveness of these datasets when applied to other
social media platforms, such as China’s Sina Weibo (Weibo) [21]. In China, research predominantly
utilizes Weibo. Huang et al. [22] identified virtual communities on Weibo, known as Weibo Tree Hole,
where users frequently post comments that explicitly indicate suicidal ideation, making it an essential
resource for identifying individuals at risk of suicide. The Zoufan Tree Hole on Weibo, the largest of
its kind, contained over three million comments by March 2023, and continues to grow.

To tackle the identified challenges, this paper introduces a novel Chinese suicide dataset derived
from the Zoufan Tree Hole and outlines a new model named Text Convolutional Neural Network
based on social network relationships (TCNN-SN). This model proficiently extracts the social network
relationships feature on Weibo and predicts key users to uncover additional at-risk individuals and
groups. The contributions of this paper are multifaceted:

• We develop a comprehensive Chinese dataset for predicting latent suicidal risk among Weibo
users. This dataset, comprising accurately labeled suicidal and non-suicidal users along
with their relationships, addresses the notable absence of Chinese-centric datasets in this
research area.

• Diverging from most existing studies that focus on individual risk assessment, our TCNN-
SN model emphasizes the prediction of groups. It adeptly identifies pivotal users within social
networks, thereby facilitating the detection of hidden suicidal individuals and clusters.

• The study highlights several critical behavioral factors on Weibo, designated as correction
factors, which enhance the extraction of social network relationship features.
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• In this paper, we use scaling coefficients and the weighted linear fusion approach to fur-
ther improve the forecasting performance. Experiments show that our model has significant
improvements compared with the baseline model.

The structure of the paper is as follows: Section 2 reviews related work in suicide risk detection on
social media. Section 3 introduces the TCNN-SN model. Section 4 details the creation of the dataset.
Section 5 outlines the experimental design, including baseline models and metrics for evaluation.
Section 6 presents a comprehensive analysis of the experimental outcomes. The implications of the
findings are discussed in Section 7. The paper concludes with a summary and reflections on its
limitations, alongside suggestions for future research directions in Section 8.

2 Related Works

Recent studies have increasingly highlighted the significant impact of social media on suicidal
ideation [5]. Rabani’s study [23] discovered that analyzing Twitter data can assist in identifying young
internet users who may be at risk of suicide. Coppersmith et al. [24] noted a noticeable rise in
expressions of sadness in tweets posted prior to a user’s suicide attempt. Ma et al. [25] illustrated
that examining linguistic patterns and online activities on Weibo, utilizing a Chinese suicide lexicon,
can efficiently identify suicide risk indicators on social media.

The recent advancements in technology have made suicide prediction methods increasingly
popular, leveraging advanced techniques like NLP, machine learning, deep learning, and sentiment
analysis. Machine learning involves constructing models, extracting features and patterns from data,
and using them to make accurate predictions. For instance, Lin et al. [26] employed support vector
machines, decision trees, and logistic regression to estimate psychological stress levels and suicidal
thoughts among male and female military personnel. Similarly, Hiraga [27] utilized multinomial
logistic regression, Naive Bayes, and linear Support Vector Machines (SVMs) to categorize users
with mental disorders on a Japanese blogging platform. Some studies also utilize dictionary features
with SVM, random forest, and Term Frequency-Inverse Document Frequency (TF-IDF) models for
training [28,29]. Tadesse et al. [30] assessed the predictive power of N-grams, Lexicon and Latent
Dirichlet Allocation (LDA), and Linguistic Inquiry and Word Count (LIWC) techniques individually
and in combination for identifying depression in classification tasks.

Deep learning models like CNNs, RNNs, and LSTMs have recently been used to detect suicide
risk in social media users [31–33]. Compared to traditional machine learning methods, deep learning
offers a more objective, accurate, and comprehensive assessment of suicide risk by leveraging extensive
data and deep neural networks. Shen et al. [21] demonstrated the superiority of the LSTM classifier
over five other machine learning models. The introduction of the TextCNN model in 2014 [34] has
opened up new opportunities for text recognition research. Zhao et al. [35,36] utilized TextCNN to
analyze microblogs and identify depressed users, while Li et al. [11] developed the TCNN-MF-LA
model based on TextCNN to effectively identify Weibo users at risk of suicide.

Moreover, cutting-edge methods have significantly enhanced the precision of suicide prediction.
A framework for quantitatively evaluating the ChatGPT model’s ability to assess suicide risk on
social media has been introduced [37]. Yang et al. [38] developed Tree Hole Intelligent Agents
technology using Knowledge Graphs, effectively spotting individuals at risk of suicide in the Zoufan
Tree Hole with outstanding preventive results. The trend of combining various models is also on
the rise. Renjith et al. [39] combined LSTM and CNN models to scrutinize social media posts
for potential suicidal intentions. Research has shown that an integrated neural network employing
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word embedding techniques with a combined LSTM-CNN model can yield promising classification
performance [30,40].

Despite the focus on text-level prediction in the studies mentioned, this approach has its limita-
tions, leading to an interest in analyzing social media relationship networks as a novel research frontier.
Ji et al. [41] introduced a relationship network using the LSTM model, but the network features were
not distinct enough for satisfactory classification. The PageRank model is widely used for extracting
features from social networks [17]. Lahoti et al. [42] developed a query-dependent PageRank-based
algorithm on Twitter for finding experts, applicable across social networks with endorsement features.
Priyanta et al. [43] explored user ranking with personalized PageRank to identify topic initiators on
Twitter. Yet, most of these studies center on English-language social networks, with scant research in
Chinese contexts. Liu et al. [44] created the TSRank algorithm for accurately gauging user influence
on Weibo. The Ptr-Rank model, created by Miao [36], effectively identifies depressed users. According
to their research, the node iteration values derived from the PageRank model can be compared to
user influence on the Weibo social network. Nevertheless, these studies often overlook additional
behavioral factors such as network confidence and blog posting frequency at night, which can impact
social network features and the model’s effectiveness.

3 Methodology

This section initiates with an overview of constructing Weibo social network relations, followed
by a discussion on the extraction and augmentation of features. It also delves into assessing the logical
coherence of our extracted features and outlines the proposed methodological approach.

3.1 Feature Extraction of Weibo Social Network Relationships

The process of extracting proposed features begins with these steps: (1) Constructing a social
network relationships graph to depict the core structure and diffusion paths within the user’s
social network. (2) Evaluating their influence to identify key users and influential groups, thereby
determining various vectors of transmission.

3.1.1 Construction of Weibo Social Network Relationships

Predicated on the principle of homophily, nodes exhibiting analogous labels or attributes exhibit
a propensity to affiliate or connect with other nodes of similar characteristics [45]. Henceforth, as
delineated in Fig. 1, Weibo users can be conceptualized as nodes, enabling the formation of a directed
network predicated on their interrelations [46]. Leveraging this conceptual framework allows for
the application of information dissemination theory [47] to dissect the architecture of Weibo social
networks and prognosticate the pivotal users propagating suicide ideation, alongside their respective
channels of transmission.

3.1.2 User Influence in Weibo Social Network

User influence, employed as an index to ascertain the significance and impact of users within
the network, emerges as a pivotal attribute of the Weibo social networks [48]. An augmentation in
user influence correlates with expedited dissemination of content among peers, culminating in an
expanded outreach via social network connections. The PageRank algorithm is utilized to quantify
user influence within the Weibo social network [17]. Specifically, the interconnections among Weibo
users, analogous to webpage links in the PageRank model, facilitate the computation of user influence
through the employment of a transition probability matrix [44]. Fig. 1 illustrates the Weibo social
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network alongside its corresponding probability matrix. This matrix delineates the likelihood of a
user following another within the Weibo social network. Utilizing this matrix allows for the iterative
computation of user influence, serving as a foundation for subsequent predictive endeavors.

Figure 1: Weibo social network relationships and their corresponding probability matrix are con-
structed in the form of a directed graph. The circle symbolizes the user, while the arrow represents
the following relationships

3.1.3 Correction Factors

As highlighted in the introduction, social media users exhibit a range of critical social behavioral
factors. This is particularly evident in Weibo, where each user presents a complex array of data
including network activity, nocturnal blog frequency, and network confidence, which are instrumental
in refining the evaluation of user influence within the network. These aspects are identified as
correction factors in our study.

• Network activity [44] measures a user’s engagement level on the Weibo social network, with
indicators such as frequent microblogging, active engagement with peers, and participation in
popular discussions signifying high user engagement.

• Nocturnal blog frequency [11] accounts for the number of user posts during late-night hours,
specifically from 11 PM to 3 AM. A clear distinction is observed in the nocturnal posting
patterns between individuals linked to suicide and those who are not. Users not associated
with suicide tend to post more during daytime, while those with suicide tendencies show a
higher frequency of nocturnal posts, often related to depression, insomnia, and anxiety. This
distinction provides additional insights for identifying users at risk of suicide.

• Network confidence [44,48] assesses a user’s capacity to exert influence upon others through
their postings on the Weibo social network. Individuals commanding higher esteem within the
Weibo ecosystem wield more substantial influence, accumulate larger followings, and are often
distinguished by the platform as certified ‘Big V’ users, denoting their elevated status.

3.2 Model Architecture

In this paper, we present a deep learning classification framework, TCNN-SN, aimed at enhancing
the ability to detect and categorize suicidal ideation among Weibo users at risk. This improvement is
achieved by extracting and refining relational features from the Weibo social network.

Fig. 2 delineates the structure of our proposed framework. The model encompasses the following
integral components: (1) User Suicide Risk Evaluation Model: This involves the analysis and pro-
cessing of microblogs authored by users, from which textual, semantic, and contextual attributes are
extracted. Consequently, the text-level probability of a user’s suicide risk (Ps) is ascertainable. (2) Social
Network Suicide Risk Evaluation Model: This component entails the construction of a social network
comprising all extant Weibo users, from which social network attributes are distilled as input variables.
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Correction factors are integrated to fortify these attributes, facilitating the computation of the user’s
influence-level probability of suicide risk within the social network (Pn). (3) Linear Fusion Layer:
This layer applies a weighted linear fusion technique to amalgamate the two aforementioned models,
culminating in the TCNN-SN model. This model computes the user’s comprehensive probability of
suicide risk (Pcs) and their classification predicated upon this assessment.

Figure 2: The architecture of the proposed model. Our aim is primarily to predict Weibo users at risk
of suicide, thereby enabling the model to process input in the form of a sequence of Chinese texts

3.2.1 User Suicide Risk Evaluation Model

Firstly, the preprocessed microblogs are transformed into word vectors using Word2Vec technol-
ogy, which serves as the input layer for the TextCNN model. By executing convolution operations and
pooling classifications, determining the suicide probability Ps of a user’s microblogs, where its average
value represents the text-level probability of a user’s suicide risk:

Ps (i) =
∑n

i=0 PS (i)
n

(1)

Thus, the user suicidal risk evaluation model is established.

3.2.2 Social Network Suicide Risk Calculation Model

The relationships listed below can be used to determine each user’s PageRank value:

PR (i) = 1 − d
n

+ d ·
∑

j∈B(i)

PR (j)
N (j)

(2)

where B (i) represents the in-degree of web page i, N(i) denotes the out-degree of webpage i, and d
signifies the damping factor typically assigned as 0.85. In a Weibo social network of n users, where
persons are considered as webpages, we denote the set of admirers of user i as B (i) and the set of
followers of user i as N(i). Using this strategy, we can efficiently assign the PageRank value from
Eq. (2) to every single user node.

It is worth noting that the practical application of Eq. (2) necessitates its transformation into a
calculable model. This can be achieved by using the transition probability matrix method described in
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Section 3.1.2 for calculation purposes as

Ri+1 = (1 − d)

n
· I + d · M · Ri (3)

where Ri+1 represents the PR vector of the (i + 1)th iteration in the transition probability matrix,
I denotes the all-one vector, and M is the initial transition probability matrix. In accordance
with Eq. (3), we aim to modify M and derive the suicide probability matrix M∗ by introducing a
comprehensive correction factor w (i) to enhance Weibo social network relationships feature. This
factor combines Ps with three social network-related correction factors: Network activity (Activity),
nocturnal blog frequency (Night) and network confidence (Confidence) to derive comprehensive
correction factor w (i). Additionally, a scaling parameter α is used to allocate weights to each correction
factor. It is capable of regulating the proportion of user social network relationships and text features.
The definition of the equation is

w (i) = (1 − α) [Activity (i) + Night (i) + Confidence (i)] + αPs (i) (4)

Typically, Activity (i) can be quantified by the number of microblogs published by users across the
entire social network as

Activity (i) = ni

N
(5)

where ni denotes the total count of original microblogs shared by user i, while N represents the
aggregate number of original microblogs posted by all users within the social network.

The formula for calculating Night (i) is as follows:

Night (i) = ei

ni

(6)

where ei denotes the number of microblogs published by a user during nighttime, and ni represents the
total number of microblogs recently posted by that user.

Comprehensive authentication, the quantity of fans, the ability to identify highly reputable
individuals, and the importance of social engagement and information sharing can all be used to assess
Confidence(i). The procedure for calculating is as follows:

Confidence (i) =
⎧⎨
⎩

1
follow (i) + follower (i)

user i is verified

0 user i is not verified

⎫⎬
⎭ (7)

where follow (i) and follower (i) represent the count of followings and followers of user i, respectively.

The comprehensive correction factor w(i) can be utilized to modify the initial transition proba-
bility matrix M of the PageRank model, yielding the suicide transition probability matrix M∗. This
transformation is calculated as

M∗ = w(i) · M (8)

By substituting M∗ into Eq. (2), the improved PageRank model can be derived as follows:

Ri+1 = (1 − d)

n
· I + d · M∗ · Ri (9)

Notably, R is a vector that quantifies the impact of users on the spread of suicidal conduct over
the whole social network.
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By normalizing R, we can compute the PageRank value associated with each user’s suicide risk
feature, representing the probability of suicide risk for the user in the social network as PR (i), where
i ranges from 1 to n. For Weibo user i, to account for the influence of adjacent users on the weighted
voting method and RN classifier idea [49], our strategy integrates a weight allocated to PR (i), and
Ps(i) in Eq. (1) is used as the evaluation value:

Pn(i) =
∑

j∈N(i) Ps (j) PR (j)∑
j∈N(i) PR (j)

(10)

Through calculation, the propagation influence of various neighboring nodes on user nodes is
comprehensively taken into consideration. We can ascertain the user’s influence-level probability of
suicide risk within the social network and establish the social network suicidal risk evaluation model.

3.2.3 Linear Fusion Layer

The accuracy of Eq. (10) in predicting suicide risk is directly proportional to the integrity of
network relationships, but finding a suitable network in Weibo is often challenging, resulting in
low accuracy. We propose a weighted linear fusion approach to merge the aforementioned models,
introducing a scaling parameter β to calculate the ratio of Ps and Pn and therefore manage their
respective magnitudes. This would reduce the classification mistakes of a single model and improve
the model’s performance. This obtains the user’s comprehensive probability of suicide risk for users:

Pcs = βPs (i) + (1 − β) Pn(i) (11)

The classifier uses the value of Pcs to determine the user’s suicidal tendency. The user will be
classified as having suicidal tendencies if the value is more than 0.5. If not, they will be assumed to be
a non-suicidal user.

4 Dataset

Due to privacy and security concerns, obtaining relevant data poses a significant challenge
for detecting suicidal ideation. The lack of a comprehensive public dataset tailored for Chinese
users further complicates this issue. To overcome these challenges, we have created a new Chinese
suicide dataset based on Weibo. This dataset has undergone thorough cleaning and de-identification
procedures to enable the prediction of users at risk.

4.1 Data Collection and Annotation

Our goal is to gather data from the Zoufan Tree Hole. Initially, we collect 81,762 unprocessed
microblog comments from which we identify 22,380 unique users. We then conduct an initial screening
of these comments using the Chinese suicide dictionary [50], resulting in 9,901 instances showing clear
signs of suicidal tendencies and another 10,000 instances without such indications. To ensure dataset
balance, we select 8,000 microblog samples from each category as the basis for constructing the dataset.
Subsequently, we identify 3,797 users who mutually follow each other from the acquired user pool, with
1,147 of them appearing in the initial screening of 16,000 microblogs. Using unique user IDs, we crawl
all original microblogs posted within the past year, totaling 79,369 unprocessed microblogs. Focusing
on the latest 50 original microblogs per user to account for changing suicidal tendencies, we compile
a dataset containing 16,296 microblogs.
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To ensure accurate user annotations, four psychology experts independently conduct manual
assessments. Any discrepancies in the results are resolved through discussion to reach a final decision.
Users are categorized individually using the criteria outlined in Table 1.

Table 1: Annotation criteria with and without suicidal intent

Type Criteria

Suicidal intent
present

• Suicidal Intentions Expression [51]: Users openly discuss their intent to
commit suicide in microblogs, sharing statements about suicidal
thoughts, plans, or self-harm behaviors.
• Negative Emotions Expression [52]: Users convey various negative
emotions linked to suicidality, such as despair, loneliness, helplessness, as
well as psychological states like depression, anxiety, and low self-esteem,
through microblogs.
• Suicide Risk Factors [53]: Users discuss various factors contributing to
suicide risk in their microblogs, including mental illness, family issues,
interpersonal conflicts, and financial difficulties.
• Suicidal Behavior Imitation [54]: Users replicate or discuss suicidal
behaviors observed in others on microblogs, such as sharing suicide
methods and discussing cases of self-harm.
• Social Network Relationships [55]: Users form close social connections
with individuals known for their suicidal tendencies through activities
like following, being followed, and frequent interaction.

Suicidal intent
absent

• Non-suicidal Intention Expression [11]: Users do not mention suicide,
provide factual descriptions, or share any suicidal content in their
microblogs. Instead, they express emotions like embarrassment,
nervousness, anger, or other feelings without any suicidal ideation. For
instance, a user might post on Weibo, “I feel like dying after seeing an
embarrassing childhood photo.”
• Positive Emotion Expression [56]: Users actively share positive
emotions on Weibo, including happiness, satisfaction, hopefulness, and
more.
• Social Network Relationships [57]: Users receive support and
encouragement through microblogs from friends, family, or fans.
• There is no substantial evidence suggesting that these users are at risk
of suicide.

Table 2 shows some examples of Weibo posts with and without suicidal ideation.

4.2 Data Pre-Processing

Microblog language is informal, often diverging from standard linguistic norms. The presence of
emojis and Weibo-specific characters, irrelevant to detection tasks, may potentially impact the final
results. To guarantee uniform data collection, we execute the following preprocessing steps:

• Remove ‘#’ symbols before and after ‘Topic’ and ‘SuperTopic’ using regular expressions.
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• Eliminate emoticons from Weibo text and replace emojis with corresponding words like “smile”,
“tears”, etc.

• Delete other users’ names mentioned with the ‘@’ symbol.
• Exclude URLs from the text as they are not relevant for our detection task.
• Remove data containing garbled code, which can affect model checking, especially in Chi-

nese text.
• Eliminate irrelevant data related to microblog behavior, such as instances where users share

pictures, as it lacks significance for model detection.
• Exclude text data with a length of less than 5 characters to ensure adequate emotional

expression.
• Utilize regular expressions to match Chinese and English characters, punctuation marks,

numbers, spaces, etc., while removing other characters, ensuring the removal of emojis, Japanese
characters, or any other unwanted content.

Table 2: Examples of Weibo posts with and without suicidal ideation

Type Example

Suicidal posts • I’m seriously considering taking 200 sleeping pills.
• I’m thinking about cutting my wrist in the bathtub . . .

• Dealing with depression is really tough . . .

• After witnessing Kelly’s live suicide, I’m tempted to try it myself.
Non-Suicidal • The smell of coffee is just so comforting.
posts • Had a great time on my trip to Beijing!

• This photo is so embarrassing, I can’t even look at it!
• The beauty of the Great Wall really took my breath away.

After the preprocessing steps, we obtain a dataset consisting of 1,147 users and 16,296 microblogs.
To protect user privacy, our paper utilizes desensitization techniques by replacing personal information
with unique IDs.

For co-occurrence network analysis, the social network graph of the dataset can be created using
Gephi software [58] (as depicted in Fig. 3).

5 Experiments
5.1 Experimental Setup

The experimental investigation employs the Chinese data set described in Section 4. The dataset is
divided into two sets: A training set and a test set. 80% of the data is used for model training, while the
remaining 20% is used to evaluate model performance. We preprocess the microblogs before to starting
the experiment. After that, we segment the text and remove stop words and special characters using
jieba, a Chinese word segmentation program. Subsequently, we use Word2Vec to convert the text into a
word vector representation, which we then feed into our model. The PyTorch 2.0 framework is utilized
in the execution of the experiments. During training, we use the Adam optimizer in conjunction with
the cross-entropy loss function to reduce the possibility of our model overfitting.
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Figure 3: The social network graph of microblog users is constructed based on the dataset in this paper.
Different colors are employed to indicate varying degrees of suicide risk, with red representing a higher
risk and green indicating no suicidal tendency. The intensity of suicidal or non-suicidal tendencies
increases with the darkness of the color

5.2 Baseline

To verify the effectiveness of our proposed features and models, we carry out text classification
tests using the same dataset and choose three machine learning and three deep learning techniques
that are frequently employed in NLP.

5.2.1 Machine Learning Methods

We extract features from Weibo users’ microblogs, then feed them into the appropriate machine
learning models and conduct comparative experiments. Among our training models are:

• Support Vector Machines (SVM): The features extracted from Weibo posts are fed into a
support vector machine with an RBF kernel. We select a regularization value C = 0.1 and set
the kernel function’s parameter γ to the reciprocal of the feature dimension.

• Naive Bayes (NB): The polynomial Naive Bayes model is employed with a smoothing parameter
alpha of 0.001.

• Random Forest (RF): The RF contains 50 decision trees. Bootstrap sampling is employed
for each tree in the random forest ensemble. The Gini index is used when selecting division
attributes.

5.2.2 Deep Learning Methods

In our comparative experiment, we utilize TextCNN, TextRNN, and TextRCNN. Following text
segmentation, the users’ Weibo text serves as the model’s input. The prediction result indicates if the
user is suicidally inclined.
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• TextCNN [34]: A fully connected layer is employed for classification after local characteristics
are extracted from text at various window sizes using convolution and pooling procedures. With
128 convolution kernels and three kernel sizes, the input word vector dimension is set to 100 (2,
3, and 4). The model’s ultimate prediction result is obtained after the convolution, max-pooling,
and linear layers.

• TextRNN [59]: It is an RNN-based approach that effectively handles text sequences of varying
lengths and captures contextual information by recursively propagating hidden states. These
states are subsequently classified using fully connected layers. Three layers and a size of 100 are
assigned to the word vector input of the model.

• TextRCNN [60]: Using CNN to extract local features from text sequences, it is an RNN-NN
combination that efficiently collects contextual information, pools the features, and classifies
using a fully connected layer. This model uses three layers of RNN and has an input word vector
dimension of 100.

5.3 Evaluation Metrics

To assess the baseline using our proposed model, we employ evaluation metrics such as accuracy
(Acc.), precision (P), recall (R), and F1-score (F1). These metrics are calculated according to Eqs. (12)
to (15). These metrics rely on a confusion matrix that incorporates information about each test
sample’s prediction outcome. Accuracy represents the rate of correct classifications, while the F1-score
is a harmonic average of precision and recall. Precision estimates the number of positively identified
samples, whereas recall approximates the proportion of correctly identified positive samples. The closer
these values are, the higher the F1-score becomes. Within these evaluation metrics, we consider true
positive predictions (TP), true negative predictions (TN), false-positive predictions (FP), and false-
negative predictions (FN). The most straightforward evaluation score for classification is accuracy,
defined as follows:

Acc. = TP + TN
TP + TN + FP + FN

(12)

R = TPR = TP
TP + FN

(13)

P = TP
TP + FP

(14)

F1 = 2 · P · R
P + R

(15)

We have additionally utilized the Receiver Operating Characteristic Curve (ROC curve) and AUC
(area under the ROC curve) as commonly used metrics of predictive quality that take into account the
probability of the predicted class [10]. The true positive rate (TPR) is plotted against the false positive
rate (FPR) on the ROC curve. They are calculated as follows:

Specificity = TN
TN + FP

(16)

FPR = 1 − Specificity (17)

AUC = 1 + TPR − FPR
2

(18)
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6 Results Analysis

This section discusses the various approaches employed on the dataset we constructed, as well as
the results produced. The social network relationships feature is added to the three machine learning
techniques mentioned in Section 5.2.1. The experimental results, as illustrated in Fig. 4, demonstrate
that our proposed features yield notable outcomes even when utilizing naive machine learning
techniques. Among these models, the NB-SN model outperforms the others, reaching maximum values
on all assessment metrics. Specifically, the accuracy reaches 73.93% and the F1-score climbs to 81.9%.
Therefore, we compare the NB-SN model with other deep learning approaches.

Fig. 5 illustrates a comparison of our proposed model to existing deep learning methods. Deep
learning techniques perform better than conventional machine learning techniques when text is the
only input. Moreover, we find performance disparities amongst the different deep learning techniques:
TextCNN attains the maximum accuracy of 76.39%, whilst TextRNN and TextRCNN have marginally
reduced accuracies of 74.80% and 74.43%, respectively. It is probable that users are posting more
and longer microblogs, which could explain why the RNN-based algorithm suffers with extended
sequences.

We incorporate Weibo social network relationships feature into three deep learning models. As
seen in Fig. 5, our proposed TCNN-SN model beats all previous models with an accuracy of 83.96%
and an F1-score of 85.41%. This is a notable improvement of 7.1% and 9.88%, respectively, over the
original TextCNN model. Furthermore, every evaluation metric of TextRNN-SN and TextRCNN-
SN show significant improvement over their respective original models, proving the efficacy of
incorporating extracted social network relationships feature into deep learning models.

Figure 4: Classification results of machine learning methods. ‘model-SN’ signifies the utilization of
social network relationships feature in the method
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Figure 5: Classification results of different methods. ‘model-SN’ signifies the utilization of social
network relationships feature in the method

To further understand model performance, the AUC-ROC curve is used to compare the models
in Fig. 6. The AUC values from the different classifiers are displayed in the legend of each figure,
demonstrating that the outcomes above 80% when the different models were combined with our
recommended feature. In particular, our proposed TCNN-SN model has an impressive AUC value
of 92.40%, which is 9% higher than the original TextCNN model, demonstrating that our proposed
model does an excellent job of distinguishing between the two target categories.

Figure 6: The AUC-ROC curves for different models. (a) Machine learning group; (b) deep learning
group. ‘model-SN’ signifies the utilization of social network relationships feature in the method

We further evaluate the contributions of the three correction factors indicated in Section 3, namely
Activity, Night, and Confidence, to the model’s capacity for prediction, as well as their interaction.
The findings of the study are shown in Table 3. It is evident from Table 3, Lines 1–4, that the addition
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of a single correction factor enhances recognition accuracy, demonstrating the factor’s capacity to
augment the social network’s observable characteristic and enhance model performance. Interestingly,
the model paired with Night performs the best, obtaining the highest scores on all evaluation metrics.
According to Table 3, Lines 5–7, the model performs better when the components are combined in
pairs. Among these, the accuracy of the model that combines Night and Confidence has the highest
performance in all evaluation metrics. After combining all correction factors, our suggested model
outperforms the other models in Table 3 in terms of accuracy, precision, recall, F1-score, and AUC,
which are, respectively, 85.2%, 81.4%, 90.45%, 85.69%, and 96.35%.

Table 3: Performance comparison of models using correction factors

Base model Accuracy/% Precision/% Recall/% F1-score/% AUC/%

TCNN-SN 84.13 80.28 89.93 84.83 92.40
TCNN-SN (activity) 84.30 80.63 89.75 84.95 92.41
TCNN-SN (night) 84.49 80.79 89.93 85.12 92.62
TCNN-SN (confidence) 84.39 80.76 89.75 85.02 92.47
TCNN-SN (activity + night) 84.74 81.08 90.11 85.36 92.72
TCNN-SN (activity +
confidence)

84.65 81.05 89.93 85.26 92.67

TCNN-SN (night +
confidence)

84.83 81.21 90.11 85.43 92.78

TCNN-SN (all) 85.20 81.40 90.45 85.69 92.82
Note: ‘model-SN’ signifies the utilization of social network relationships feature in the method. Bold values represent the best performance
of all models.

Based on the aforementioned model (Table 3, Line 8), we compare our suggested linear weighted
fusion model to random fusion and maximum value fusion. Table 4 depicts that all the fused model’s
evaluation metrics, such as accuracy, F1-score, and AUC, have increased overall. Notably, our linear
weighted fusion model exhibits superior accuracy, precision, F1-score, and AUC, i.e., 87.01%, 83.79%,
87.4%, and 94.05% respectively as compared to the other two models. This can be explained by the fact
that it combines extracted data and prediction outputs to accurately forecast suicide risk by utilizing
the advantages of each unique model through a sensible weight allocation. In contrast, the other two
approaches lack this potential.

Table 4: Performance comparison of fused models

Base model Accuracy/% Precision/% Recall/% F1-score/% AUC/%

TCNN-SN (random) 85.87 83.22 89.40 86.20 92.57
TCNN-SN (max) 85.88 81.96 91.52 86.48 93.81
TCNN-SN (liner) 87.01 83.79 91.34 87.40 94.05

Note: ‘model-SN’ signifies the utilization of social network relationships feature in the method. Bold values represent the best performance
of all models.
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We aim to further enhance the suggested model’s performance after linear weighted fusion.
Optimizing our suggested model requires careful consideration of the scaling constants α and β, as
discussed in Section 3. We conduct group-by-team testing utilizing the order relation analysis method
(G1-method) [61] and achieve four optimal findings, as shown in Table 5. When α is set to 0.55 and
β ranges from 0.7 to 0.8, our model outperforms all fused models in Table 4. Remarkably, when β is
set to 0.7, the modified model performs optimally with an accuracy of 88.57%, a F1-score of 88.75%,
a recall of 91.34%, and an AUC value of 94.25%, showing impressive classification abilities in suicide
risk prediction. The metrics exhibit improvements of 4.44%, 1.41%, 3.92%, and 1.85% in comparison
to the original TCNN-SN model (as depicted in Fig. 5), and enhancements of 12.18%, 9.46%, 10.84%,
and 10.85% in comparison to the TextCNN model (as depicted in Fig. 5). Consequently, we consider
it our final selected TCNN-SN model.

Table 5: Performance comparison of different scaling coefficients in TCNN-SN model

Value of α Value of β Accuracy/% Precision/% Recall/% F1-score/% AUC/%

0.55 0.80 88.14 86.82 89.58 88.17 94.21
0.55 0.75 88.23 87.61 88.69 88.15 94.18
0.55 0.80 88.40 87.39 89.39 88.38 94.10
0.55 0.70 88.57 86.31 91.34 88.75 94.25

Note: Bold values represent the best performance of all models.

We analyze the model’s performance across varying data scales, as depicted in Fig. 7. Evidently,
our model achieves optimal performance when trained on 100% of the available data and consistently
performs well across different dataset proportions. These results highlight the advantages of utilizing
larger training sets.

Figure 7: Influence of our constructed data scale in training, measured in accuracy and F1-score
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7 Discussion

Suicide remains a leading cause of death worldwide, highlighting the urgent need for early
detection and intervention strategies to reduce suicide risk. Our study emphasizes the critical role
of social media in identifying signs of suicidal behavior among its users. Unlike other approaches, our
analysis focuses on the importance of social network relationships feature alongside user-generated
content. Our model adeptly navigates the complexities of social network connections to spot potential
signs of suicide risk and predicts individuals and groups at increased risk in an automated and discreet
manner.

7.1 Effectiveness Analysis of the Proposed Feature

The empirical assessment in our research indicates a notable improvement in the performance
of all six baseline models after integrating our suggested features, as depicted in Figs. 4 and 5. This
finding validates the effectiveness of our features, supporting the results of prior studies [15,18].

Several aspects contribute to this success. First, incorporating social network relationships into
our model enhances the analysis of user interactions, such as likes and follows, their influence, and the
critical latent information embedded within these interactions.

Moreover, our approach accounts for the impact of neighboring nodes on adjacent users. Due to
the interconnectedness of social media users and their tendency to share information, especially those
in more vulnerable states at higher suicide risk, are significantly influenced by their peers [62].

Finally, our method offers a holistic evaluation of these individuals at high risk, acknowledging
their likelihood to form groups or communities [15]. Our model excels at identifying users based
on social network behaviors, even without explicit suicide-related content, enabling analysis on both
individual and group levels. This capability significantly extends beyond the limitations of traditional
methods that rely solely on textual content analysis.

7.2 Contributions and Interactions of Correction Factors

Our hypothesis, which posited that users exhibit various significant correction factors that
markedly improve the effectiveness of the extracted features, is corroborated by the experimental
data shown in Table 3. The results conclusively demonstrate that all three correction factors critically
enhance the model’s performance.

Among these, Night stands out as having the most significant impact, showcasing exceptional
efficacy. This can be linked to the pattern of individuals with suicidal ideation preferring to express
their feelings during nighttime, likely due to feelings of despair, insomnia, or similar conditions,
making it a vital metric for suicide risk assessment. Furthermore, Activity and Confidence significantly
contribute to the model’s effectiveness, highlighting that users who are more active and hold higher
esteem within the social network garner more attention, thereby increasing their influence.

Further investigation into the interplay among the correction factors reveals that the combined
use of two factors yields superior categorization outcomes compared to employing a single factor
alone. This assertion is substantiated by the findings detailed in Lines 5–7 of Table 3. Intriguingly, the
model that integrates Night and Confidence showcases the most enhanced performance. This could
be reasoned by the fact that individuals at a higher risk of suicide tend to post microblogs during
the night, and that users recognized as authorized Weibo users exert a greater influence and achieve
higher visibility. Naturally, a model that amalgamates all correction factors is anticipated to surpass
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the performance of models leveraging individual factors, as it capitalizes on the collective strengths of
each correction factor.

7.3 Theoretical Contributions to Research

This study introduces novel insights and perspectives by examining the role of social network
relationships characteristics in suicide prevention. First, unlike conventional social network theory,
which predominantly concentrates on network structure and the dissemination of influence [63], this
paper melds individual mental health considerations with social network theory to scrutinize the
influence of social network relationships on users’ suicidal propensities. Traditional theories of suicide
prevention largely emphasize individual psychological factors [64]. Conversely, our methodology
embraces a collective perspective, facilitating the identification of additional groups and communities
at risk through the analysis of social network relationships.

Second, our proposed feature possesses the capability to discern potential social information
about users without necessitating the evaluation of textual content for accuracy or authenticity.
Algorithms that depend exclusively on explicit expressions of suicidal ideation or a predefined lexicon
might yield imprecise outcomes, as users often refrain from disclosing such content [13,65]. Our model
is adept at detecting subtle indicators of mental health issues, particularly through social network
relationships, thereby acting as a proactive and remedial strategy for potential suicides, especially in
contexts where access to medical resources is constrained and there is a lack of nocturnal suicide
monitoring.

Third, the dearth of comprehensive datasets, especially those that encapsulate social network rela-
tionships among users, is attributed to ethical and privacy considerations in research methodologies
[66]. Despite these challenges, we have successfully constructed such a dataset. This dataset bridges a
significant void in contemporary research by providing a precious resource of Chinese data.

Fourth, to our knowledge, there exists a limited body of research that employs social network
relationships to forecast suicide risk on social media platforms. This investigation stands as the most
current within the preceding five years. Our work augments traditional text-based approaches and
enables a multi-layered psychosocial examination of individuals, both suicidal and non-suicidal. This
approach encourages cross-disciplinary collaboration among computer science, mental health, and
social network studies.

7.4 Practicall Contributions to Research

The findings from this and related investigations provide a foundation for developing practical
online suicide monitoring systems [38]. These systems facilitate automated and unobtrusive surveil-
lance and analysis of potential signs of communication and behavior indicative of suicidal ideation on
social media platforms. Given the critical importance of prompt intervention in suicide prevention,
it is imperative to establish crisis intervention protocols for individuals at risk of suicide on social
media and to deploy efficacious intervention strategies upon their identification. Such an approach
can bolster the efforts of offline rescue organizations, such as the Tree Hole Rescue Group [67], in
addressing suicidal crises.

Moreover, inspired by the work of Liang et al. [68], this study could be integrated with the
computer and information science community to develop a TD-Crime-like framework for suicide
prediction on social media platforms. This approach is particularly pertinent considering that the
likelihood of suicide is affected by spatiotemporal factors and the occurrence of missing data.
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7.5 Limitations

While the results affirm the notable efficacy of our proposed methodology, several limitations
remain. One primary challenge is the integration of data augmentation and multimodal analysis,
given the rich diversity of information present in microblogs, such as user-generated images, videos,
and geolocation data [69]. Furthermore, the issue of temporal dynamics cannot be overlooked. Our
model predominantly concentrates on static network relationships and user behavioral traits, yet
the prediction of suicide risk necessitates an analysis of changes in users’ behaviors and moods
across various time frames. Additionally, the current paucity of publicly accessible datasets that are
compatible with our proposed model, a consequence of ethical and legal considerations, calls for
a more thorough assessment of the model’s generalizability and applicability, especially its efficacy
across different datasets or scenarios [1,21].

8 Conclusion

In this study, we introduce a cutting-edge ensemble model based on social network relationships
to autonomously predict users’ latent suicidal risk in social media. Our proposed model, named
TCNN-SN, transcends mere analysis of textual content by delving into user interactions, thereby
facilitating the extraction of social network relationships feature. It adeptly identifies users wielding
considerable influence and exhibiting a high risk of suicide, in addition to pinpointing related groups
within social networks. Moreover, we integrate three correction factors to enhance the robustness of
the feature extraction process. To address the limitations inherent in individual models, particularly
their propensity for misclassifying specific samples, we apply a weighted linear fusion technique. This
approach also compensates for the model’s reliance on textual data for prediction. Additionally, a
novel Chinese suicide dataset, derived from Weibo’s Zoufan Tree Hole and encompassing 1147 users
along with their relationships, is meticulously constructed. This dataset emerges as a crucial resource
for scholars in psychology and computer science dedicated to suicide risk analysis. Comprehensive
experiments conducted on this dataset affirm the superior performance of TCNN-SN over existing
baseline models, underscoring its promising utility in suicide risk prediction endeavors.

In future research, we intend to explore the integration of cutting-edge technologies from com-
puting and information science to broaden the model’s utility. Our objective is to refine its predictive
capabilities for various related challenges, including the prognosis of depression, anxiety, and anorexia.
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