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ABSTRACT

Lung cancer is a leading cause of global mortality rates. Early detection of pulmonary tumors can significantly
enhance the survival rate of patients. Recently, various Computer-Aided Diagnostic (CAD) methods have been
developed to enhance the detection of pulmonary nodules with high accuracy. Nevertheless, the existing method-
ologies cannot obtain a high level of specificity and sensitivity. The present study introduces a novel model for
Lung Cancer Segmentation and Classification (LCSC), which incorporates two improved architectures, namely the
improved U-Net architecture and the improved AlexNet architecture. The LCSC model comprises two distinct
stages. The first stage involves the utilization of an improved U-Net architecture to segment candidate nodules
extracted from the lung lobes. Subsequently, an improved AlexNet architecture is employed to classify lung cancer.
During the first stage, the proposed model demonstrates a dice accuracy of 0.855, a precision of 0.933, and a recall
of 0.789 for the segmentation of candidate nodules. The suggested improved AlexNet architecture attains 97.06%
accuracy, a true positive rate of 96.36%, a true negative rate of 97.77%, a positive predictive value of 97.74%, and a
negative predictive value of 96.41% for classifying pulmonary cancer as either benign or malignant. The proposed
LCSC model is tested and evaluated employing the publically available dataset furnished by the Lung Image
Database Consortium and Image Database Resource Initiative (LIDC-IDRI). This proposed technique exhibits
remarkable performance compared to the existing methods by using various evaluation parameters.
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1 Introduction

The uncontrolled growth of human cells within the body is exhibited as a cancer that is
extremely challenging to diagnose and identify. There are two main groups of tumor cells: Benign
and malignant [1]. The non-cancerous or benign cells are not harmful and they do not spread to
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nearby tissues. The second type, cancer or malignant cells spreads to neighboring tissue cells and
obstructs the growth of healthy cells. Even, most experienced radiologists are unable to identify these
types of abnormalities in cell structure while seeking for malignancy. The most frequently occurring
malignancies are breast, prostate, ovary, cervical, brain, bone, colon, and lung cancers [2]. Medical
professionals need more time, resources, and expertise to segment and classify lung cancer. Traditional
Computer-Aided Diagnosis (CAD) based systems rely on handcrafted features that were extracted
from the lung images. These systems detect and classify pulmonary nodules from the lung images
automatically [3]. Dang et al. [4] explored multiple Deep Learning (DL) architectures based on a
two-layer ensemble system for the segmentation of medical images. In this work, a segmentation mask
was produced by various segmentation models for each input image and then a voting strategy was
applied to produce an ensemble segmentation mask in the first layer. An ensemble segmentation mask
was employed as input for the final segmentation in the second layer. The results exhibited greater
improvements in the field of medical segmentation by using this model.

Similarly, another study was presented by Shah et al. [5] that was based on the DL ensemble
2D Convolutional Neural Network (CNN) technique for the diagnosis of pulmonary nodules. Three
deep learning models named CNN1, CNN2, and CNN3 were applied to the LUng Nodule Analysis
(LUNA16) dataset. In the subsequent step, these models were combined by an ensemble 2D approach
and produced 95% accuracy for the identification of lung nodules. In another study, researchers [6]
presented lobe segmentation, extraction of candidate nodules, and lung cancer classification approach
based on computational intelligence techniques.

Mkindu et al. [7] introduced a novel technique consisting of a 3D-CNN incorporated with channel
attention mechanisms to detect pulmonary nodules in CT images. The proposed U-shaped network
employed encoding and decoding for feature extraction and indicating the prediction outcomes of
candidate nodules, respectively. Hybrid efficient channel attention was incorporated into the network
for retaining rich information and overwhelming unusable features. Furthermore, a 3D Regional
Proposal Network (RPN) consisting of three anchor boxes was used to detect multilevel candidate
nodules. A 10-fold cross-validation technique was exploited on the LUNA16 dataset to validate this
technique. Various advanced segmentation methods are utilized to produce enhanced segmentation
tasks in the field of medical data.

Lung tumors are diagnosed by several researchers using various techniques based on computa-
tional intelligence approaches. CAD systems employ DL models that can reduce the workload of
medical professionals in diagnosing different diseases, namely in segmenting, detecting, and classifying
pulmonary cancer nodules. The study introduces an automated DL methodology that segments the
lobes and classifies lung nodules to improve accuracy in nodule detection. Early diagnosis of lung
cancer will ultimately decrease the death rate and enhance the survival rate.

The research article is structured as follows: The literature review is discussed in Section 2. The
proposed methodology is shown in Section 3. Findings are analyzed in Section 4. Section 5 consists
of the conclusion of this research and limitations and future work.

2 Literature Review

Lung nodule classification is an essential task for early detection of lung tumor [8]. The rapid
progress of information technology has resulted in advancements in big data processing, machine
learning, and, DL techniques [9]. Various computational intelligence-based approaches are widely
used to segment and classify lung cancer. Delfan et al. [10] presented a model that utilized a DL
framework comprising of U-Net architecture incorporated with pre-trained InceptionV3 blocks for
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lung tissue segmentation and obtained 0.951 of dice coefficient on LUNA16 dataset. The authors in the
study [11] employed deep learning techniques to segment lung parenchyma and identify lung nodules
in CT scan images. In data preprocessing phase, median filter was applied to remove noise. Recurrent
Residual U-Net (R2U-Net) and watershed techniques were applied for segmentation and found
that R2U-Net has the best results in segmentation. Furthermore, the segmented images obtained
from R2U-Net were used to detect the nodule. Two classifiers Stacked Autoencoder (SAE) and
Deep Belief Network (DBN) were implemented to classify the lung nodules and it was found that
SAE classifier achieved 96.25% accuracy while DBN algorithm obtained 95.36% accuracy. Similarly,
Maqsood et al. [12] demonstrated an efficient DA-Net for segmentation of lung nodules that reached
81% of dice score. Lu et al. [13] explored lung nodule segmentation consisting consisted of deep
learning and reached 0.772 of dice. Fredriksen et al. [14] presented a lung tumor segmentation method
based on Teacher-student technique and achieved 0.72 of dice, 0.8333 of precision, 0,8889 of recall.
Similarly, another study presented by Shimazaki et al. [15] reached 0.52 of dice and 0.73 of recall.
Lima et al. [16] investigated pre-trained models like Resnet50, VGG16, VGG19, Inception, and
Xception and used for the automatic classification of lung tumor by using CT scan images. Pre-trained
models were applied for the feature extraction from 2D slices of 3D nodules. In the subsequent step,
Principal Component Analysis (PCA) approach was exploited for the reduction of dimensionality of
feature vectors and produced into the same length. Next, important features were selected to combine
these feature vectors and represented them into 3D nodules. For the classification of pulmonary
nodules, a Random forest algorithm was used and achieved 95.34% accuracy, 90.53% sensitivity,
97.26% specificity, and 0.99 of AUC.

Soniya et al. [17] developed an automatic framework consisting of five steps including image acqui-
sition, image enhancement, segmentation, feature extraction, and classification. In image acquisition,
a total number of 250 and 1450 lung CT scans were obtained from in-house clinical and publicly
available Lung Image Database Consortium and Image Database Resource Initiative (LIDC-IDRI)
respectively. A weiner filter with an Unsharp masking technique was performed for noise removal from
the input image in the image enhancement step. The hierarchical Random Walker with Bayes Model
(HRWBM) approach was employed to enhance image sequence and the Gray Level Co-occurrence
Matrix (GLCM) method was implemented to extract features. Finally, three classifiers Support Vector
Machine (SVM), Feed-Forward Neural Network (FFNN), and Deep Recurrent Neural Network
(DRNN) were integrated with HRWBM and implemented for the classification of lung tumor. The
outcomes of the thrice classifiers demonstrated that HRWBM with DRNN has reached the best
accuracy of 97.3% and 94.7% for LIDC-IDRI and in-house clinical datasets. Mothkur et al. [18]
explored low-memory and lightweight deep neural networks such as vanilla 2D-CNN, 2D MobileNet,
and 2D SqueezeNet for lung nodule classification. The presented Lightweight Deep Neural Network
(DNN) based models achieved results as 85.21% of accuracy as well as equitable sensitivity and
specificity. Mkindu et al. [19] exhibited a 3D Multi-Scale Vision Transformer (3D-MSViT) for the
detection of lung nodules. The CAD system based on 3D-MSViT was used to increase multi-scale
feature extraction as well as improve prediction efficiency of lung nodules and achieved a sensitivity
of 97.81%.

The researchers [20] developed a framework for lung cancer diagnosis consisting of three phases:
Data segregation, feature extraction, and prediction. The data segregation step was done by utilizing
Butterfly optimization, second features extractions and correlation were executed by Jaya optimization
and finally, auto encoder algorithm was utilized for the prediction of lung tumor. A hybrid classifica-
tion method was utilized to enhance the classification accuracy. The method integrated with two deep
architectures DenseNet-201 and DarkNet-53 and attained the maximum accuracy of 98.69% in terms
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of classification of pulmonary nodules in [21]. In another study, Elwahsh et al. [22] presented a novel
deep neural learning cancer methodology for the detection of lung tumor. The method consisted of
three stages: The deep network was applied to abstract features from the five cancer datasets. Next step,
DNN was used to train clinical or genomic data samples and at the final stage, the model was measured
in terms of detection of lung cancer at its earlier stages and achieved 93% of accuracy. The Long Short
Term Memory (LSTM) was implemented for binary classification of pulmonary nodules in [23] by
Gupta et al. An accuracy of 86.89% was obtained by the proposed architecture on LIDC-IDRI and
LUNA16 datasets. Here is another comprehensive evaluation [24] of the experimental findings that
proved that the proposed method achieved 93.2% of accuracy for the lung cancer classification based
on tensor real-time transfer learning. Bhattacharjee et al. [25] applied a basic neural network for the
diagnosing of lung tumor. The automatic CAD model attained 76% of accuracy, 78% of specificity, and
75% of sensitivity by using LIDC-IDRI. Similarly, another study based on the DL detection method
to detect and classify lung nodules achieved an extraordinary level of accuracy. Zuo et al. [26] formed
a multi-resolution CNN model integrated with knowledge transfer that was used for classifying lung
nodules into cancerous or non-cancerous nodules on the publicly available LUNA16 dataset. The
experimental outcomes demonstrated 0.9733 accuracy, and 0.9673 precision. Xu et al. [27] explored
ensemble learning for the identification of pulmonary nodules in CT images. YOLOv3 and CNN
networks were applied to private and public datasets and fused into a Logistic Regression (LR)
approach for the identification of lung nodules. The experimental outcomes of the fused model were
93.82% of accuracy, 94.85% of sensitivity, and 93.82% of specificity for the public dataset while 92.31%
of accuracy, 92.68% of sensitivity, and 91.89% of specificity for private dataset. The authors [28]
presented an automated and intelligent approach for diagnosing of lung cancer utilizing deep ensemble
learning techniques. Two standard approaches such as t-Distribution Stochastic Neighbor Embedding
(t-SNE) and PCA were implemented to extract features. Furthermore, Best Fitness-based Squirrel
Search Algorithm (BF-SSA) was used to select the optimal features from the extracted features. Finally,
High Ranking Deep Ensemble Learning (HRDEL) based on five detection models was applied,
and high-ranking classification results as final forecasted outcomes. The suggested model attained
93.15% of accuracy, 93.14% of sensitivity, and 93.16% of specificity. Mahmood et al. [29] worked
on an improved CNN model for the classification of lung nodules by utilizing CT scan images from
Lungx and Data Science Bowl (DSB) 2017 datasets. The proposed system consisted of AlexNet and
employed three blocks for feature extractions. Softmax was used for the classification of pulmonary
tumor. The suggested work by [30] consisted of handcrafted features and classification by applying
five neural networks for the classification of pulmonary nodules in CT images. Various statistical
parameters were measured to evaluate the performance of five classifiers. The Stochastic Gradient
Descent (SGD) classifier reached the best results among all other neural classifiers. Chen et al. [31]
explored a pulmonary nodules detection model consisting of multi-scale and multi-view approaches.
F-Net architecture was proposed to detect candidate nodules and multi-scale was applied to share a
convolutional structure model. Similarly, another study [32] focused on the usage of transfer learning
and applied pre-trained VGG19 architecture for the identification of lung cancer. A tenfold cross-
validation method was applied to CT images and achieved 0.82 accuracy, sensitivity 0.75, and 0.87
specificity. Lydia et al. [33] have developed an automatic lung cancer detection and classification
method comprised of DL approaches. A modified regularized K-means technique was implemented
to segment nodule images. Next, an improved CNN technique was applied to identify lung nodules
and classify malignant nodules into S1-S4. The proposed approach attained an accuracy 96.5% when
compared to other existing approaches. The researchers [34] focused on various modified AlexNet
algorithms for the classification of lung nodules. Another study presented by Ye et al. [35] achieved
94.2% accuracy in classifying lung nodules by using the LIDC-IDRI dataset. Tomassini et al. [36]
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presented a decision support system to classify non-small cell lung cancer by using CT scans and
achieved 82% of accuracy. Different methods utilized to classify lung tumor were examined in the
literature review. However, these models have certain limitations such as less accuracy for classifying
lung cancer as reported in Table 1. Various evaluation parameters were applied to measure the
performance of the previous studies. However, these studies identified areas for improvement in
classifying lung cancer.

Table 1: Illustrates the summary of existing state-of-the-art research studies

Studies Year Dataset Accuracy Miss rate
classification

Sensitivity Specificity

Lima et al. [9] 2023 LIDC-IDRI 95.34% 4.66% 90.53% 97.26%
Mothkur et al. [18] 2023 LIDC-IDRI 85.21% 14.79% 87.4% 88.3%
Elwahsh et al. [22] 2023 Private 93.0% 7.0% – –
Gupta et al. [23] 2023 LIDC-IDRI 86.89% 13.11% 95.23% –
Bhattacharjee et al. [25] 2021 LIDC-IDRI 76.0% 24.0% 75.0% 78.0%

Xu et al. [27] 2022
Public 93.82% 6.18% 94.85% 93.82%
Private 92.31% 7.69% 91.89% 91.89%

cfc et al. [28] 2023 Lung cancer 93.15% 6.85% 93.14% 93.16%
Sasaki et al. [32] 2022 Private 82.0% 18% 75.0% 87.0%
Lydia et al. [33] 2023 LIDC-IDRI 96.5% 3.5% 98.0% 96.41%
Ye et al. [35] 2022 LIDC-IDRI 94.2% 5.8% 89.53% 81.31%

The primary contributions of present research are as follows:

• The segmentation of CT scan images has been improved by using improved U-Net architecture.
• The candidate nodules are extracted in a well-defined way that leads to enhance the accuracy

of lung nodule classification.
• Improved AlexNet architecture is implemented for the classification of the lung nodule

nodules.
• Various statistical parameters are measured to evaluate the performance of the proposed

Lung Cancer Segmentation and Classification (LCSC) technique and compared with existing
methods.

3 Proposed Methodology

In this work, the Lung cancer segmentation and classification model is proposed to segment the
candidate nodules and detection of lung nodules, and the proposed methodology is exhibited in Fig. 1.

The LCSC model comprises of two phases: Training and Validation phase, and the Testing phase.
In the training phase, the LIDC-IDRI lung cancer dataset is utilized for training of the suggested
model. Improved U-Net architecture is implemented to get segmented candidate nodules from the CT
scans. In the training phase, nodule patches are used as input for the classification of lung cancer. In
this phase, an improved AlexNet architecture has been implemented to extract features, and softmax
function is utilized for the classification of the proposed LCSC model.
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Figure 1: Workflow of the proposed Lung Cancer Segmentation and Classification (LCSC) model

3.1 Dataset

The publicly available LIDC-IDRI dataset is employed in this study. The data is stored in Digital
Imaging and Communication Medicine (DICOM) images and the resolution of the acquired CT scan
images is 512 × 512. The public image collection LIDC-IDRI lung cancer dataset that is offered by
the National Cancer Institute of America [37] is used for the training and evaluation of the proposed
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strategy and technique. The LIDC-IDRI dataset comprises 1018 CT scan cases and it is annotated by
four expert chest radiologists. The proposed LCSC model is trained and validated on this dataset. The
CT scan images are fed to improved U-Net architecture for the segmentation of candidate nodules. A
total number of 4800 CT images have been utilized for training, validation, and testing of the proposed
LCSC model. CT images are divided into 80% (3840 CT images) for training, 10% (480 CT images)
for validation, and 10% (480 CT images) for testing. A total number of 988 nodule slices has been used
for the testing of this model.

In 2015, Ronneberger et al. [38] presented the U-Net architecture, which is based on CNN
and usually employed for image segmentation tasks. The proposed U-Net architecture comprises
of 4 encoder layers and 4 decoder layers which are connected by using skip connections. They
designed it for the segmentation of images by predicting a pixel-wise mask representing the group
of the corresponding pixel. U-Net architecture comprises of encoder and decoder network with skip
connections. The encoder part or downsample is similar to ordinary CNN that contains convolutional
and pooling layers, where the spatial dimensions of the input image decrease gradually as well as the
number of feature maps increase. The decoder part or upsample is designed to increase the feature
maps to their original spatial dimensions and produce a segmentation mask. The skip connections
concatenate the encoder and decoder parts and are being used to transfer the high-resolution features
of the encoder to the decoder part to enhance the segmentation accuracy. Recently, the U-Net
architecture has been mostly utilized for medical image segmentation tasks by many researchers to
refine segmentation output.

3.2 Improved U-Net Architecture for Segmentation

The proposed LCSC model consisting of the improved U-Net architecture is implemented to
segment and extract nodule patches from the LIDC-IDRI dataset in the training phase. The proposed
improved U-Net architecture is demonstrated in Fig. 2. To build the proposed LCSC model for feature
extraction, improved U-Net architecture comprises of an encoder and decoder path having five layers,
respectively.

The improved U-Net architecture produces candidate nodule segmentation with 512 × 512 × 1 as
output. From these candidate nodules, we extract 48 × 48 centered at the center of candidate nodules.
Now, we have selected nodule patches from 48 × 48 from the segmented candidate nodule.

The segmentation phase of the proposed LCSC model is evaluated with Dice similarity coefficient
(Dice), recall, and precision, which are shown as follows:

Dice = 2
∑M

j=1 gjpj
∑M

j=1 gj + ∑M

j=1 pj

(1)

Precision =
∑M

j=1 gjpj
∑M

j=1 pjpj

(2)

Recall =
∑M

j=1 gjpj
∑M

j=1 gjgj

(3)

where gj represents the ground truth of the j-th pixel as well as pj is the prediction of the j-th pixel. Dice
calculates the similarity among the prediction outcomes and ground truth.
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Figure 2: Improved proposed U-Net architecture for the Lung Cancer Segmentation and Classification
(LCSC) model

3.3 Improved AlexNet Architecture for Lung Cancer Classification

The improved AlexNet architecture is demonstrated in Fig. 3. The improved AlexNet system
architecture contains of six convolutional, three max pooling, and two fully connected layers. The
segmented nodule patch size is 48 × 48 × 1 which is used as input in the improved AlexNet architecture.
Convolutional layers are liable for extracting meaningful features from the nodule patches. The max
pooling layers decrease the dimensionality of the patch size but preserve significant information.

Fully connected layers is applied to take features from the feature extraction block and transform
them into an output. Softmax was utilized to classifylung tumor into benign and malignant. In this
research, Convolutional operations are performed with various numbers of filters, filter size 3 × 3,
same padding, and one stride in convolutional layers. On the other hand, the max pooling operation is
performed with filter size 2 × 2 and stride 2 in pooling layers. In fully connected layers, all neurons are
connected to each other and finally, softmax is implemented to classify the lung tumor into malignant
and benign.
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Accuracy = True Negative + True Positive
True Negative + False Positive + False Negative + True Positive

(4)

Miss classificatin Rate = False Negative + False Positive
True Negative + False Positive + False Negative + True Positive

(5)

True Positive Rate = True Positive
False Negative + True Positive

(6)

True Negative Rate = True Negative
True Negative + False Positive

(7)

Positive Predictive Value = True Positive
True Positive + False Positive

(8)

Negative Predictive Value = True Negative
True Negative + False Negative

(9)

Figure 3: Improved proposed AlexNet architecture for the Lung Cancer Segmentation and Classifica-
tion (LCSC) model

4 Results and Discussion

The performance of the LCSC model is evaluated using a range of performance criteria. The
training and testing phases were utilized in the Keras tool using Python 3.9 in this research.
High sensitivity ensures early detection of lung cancer while high specificity reduces false positives,
minimizing unnecessary interventions. SGD optimizer is utilized with hyperparameters such as 0.0001
of learning rate, 200 of epochs and 50 batch size.

The accuracy of positive predictions is measured by precision, whereas the completeness of
positive forecast is measured by recall and the outcomes are demonstrated in Table 2. The LSCS model
achieves 0.855 of Dice, 0.9333 of precision and 0.7887 of recall. LCSC model for segmentation of
candidate nodule obtains better accuracy as compared to other current cutting-edge methods.
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Table 2: The results of proposed LCSC model for segmentation of lung cancer and other existing
segmentation methods in terms of dice, precision and recall

Research Work Year Dice Precision Recall

Maqsood et al. [12] 2021 0.8100 – 0.7020
Lu et al. [13] 2022 0.7442 0.7551 0.7254
Fredriksen et al. [14] 2022 0.7100 0.8333 0.8889
Shimazaki et al. [15] 2022 0.5200 – 0.7300
Proposed LCSC model 2023 0.8550 0.9333 0.7887

Following the segmentation of the candidate nodule, 9880 nodule slices were extracted from the
4800 CT images in the LIDC-IDRI dataset. Total number of 9880 nodule slices are further divided
into 80% (7904 nodule slices) for training, 10% (988 nodule slices) for validation and 10% (988 nodule
slices) for testing purpose.

The training results of proposed LCSC model for classification is demonstrated in Table 3. In the
training step, a total number of 7904 are divided into 3952 benign and 3952 malignant slices for the
training of classification of the proposed LCSC model, whereas, 988 nodule slices are divided into 494
benign and 494 malignant slices are used for the validation of the suggested LCSC model.

Table 3: The training results of proposed LCSC model for classification of lung cancer

Total slices Training of predicted by
LCSC model

Ground truth Nodule slices (7904) Benign Malignant
Benign (3952) 3909 44
Malignant (3952) 38 3910

In training, LCSC model correctly predicts 3909 slices as benign and wrongly predicts 44 slices as
malignant. Similarly, in malignant nodule slices, LCSC model wrongly predicts 38 sample slices and
3910 predicts correctly as malignant.

In validation phase of the proposed model, LCSC is correctly predicted 487 slices as benign and
wrongly predicts 7 slices as malignant.

Similarly, in malignant nodule slices, LCSC model is wrongly predicted 15 sample slices and 479
predicted correctly as malignant. The validation outcomes of the LCSC model for classification are
demonstrated in Table 4.

The testing results of proposed LCSC model for classification is reported in Table 5. In testing
phase of the proposed model, LCSC correctly predicts 487 slices as benign and wrongly predicts 7
slices as malignant. Similarly, in malignant nodule slices, LCSC model wrongly predicts 15 sample
slices and correctly predicts 479 slices as malignant.
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Table 4: The validation results of proposed LCSC model for classification of lung cancer

Total slices Validation of predicted by
LCSC model

Ground truth Nodule slices (988) Benign Malignant
Benign (494) 487 7
Malignant (494) 15 479

Table 5: The testing results of proposed LCSC model for classification of lung cancer

Total slices Testing of predicted by
LCSC model

Ground truth Nodule slices (988) Benign Malignant
Benign (494) 483 11
Malignant (494) 18 476

The suggested LCSC model for classification of lung nodules is evaluated with various perfor-
mance metrics such as accuracy, miss classification, true positive rate, positive predictive value, false
positive rate, and negative predictive value. The proposed lung cancer segmentation and classification
model achieves remarkable results in term of various statistical measurements. The proposed LCSC
model obtains 97.06% accuracy, true positive rate 96.36%, true negative rate 97.77%, positive predictive
value 97.74% and negative predictive value 96.41% in classifying lung cancer. Fig. 4 illustrates the
performance metrics of proposed LCSC model to classify lung cancer.

Figure 4: Results of proposed LCSC model for the classification of lung cancer

Fig. 5 demonstrates the comparison of proposed LCSC model to classify lung cancer with existing
studies. The LCSC model attains 97.06% of accuracy to classify the lung cancer by utilizing LIDC-
IDRI lung cancer dataset.
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Figure 5: Comparison of accuracy between proposed LCSC model and previous studies

5 Conclusion and Future Work

The present study demonstrates an effective and efficient model for lobe segmentation and lung
cancer classification. The proposed LCSC model consists of two improved architectures, namely the
improved U-Net architecture and the improved AlexNet architecture. An improved U-Net architecture
is implemented for the segmentation of candidate nodules that are extracted from the lung lobes.
Subsequently, an improved AlexNet architecture is employed to classify lung cancer. The publicly
available LIDC-IDRI dataset is utilized in this research work. First, an improved U-Net architecture
is implemented for the candidate nodule segmentation. The improved U-Net architecture reached
0.8550 of Dice, 0.9333 of precision, and 0.7887 of recall. Subsequently, nodule patches 48 × 48 × 1
are selected from segmented candidate nodules. Then these nodule patches are forwarded to improved
AlexNet architecture to classify pulmonary nodules into benign and malignant. The proposed LCSC
model reached 97.06% of accuracy, 2.94% of miss classification rate, 96.36% of the true positive
rate, 97.77% of the true negative rate, 97.74% of positive predictive value, and 96.41% of negative
predictive value. In comparison to other existing models, the proposed LCSC model demonstrates
remarkable performance. This study aims to segment and classify lung cancer utilizing an improved U-
Net and AlexNet architecture, by utilizing the LIDC-IDRI dataset. The scope of the present research
is confined to a specific dataset which can be enhanced on other existing and real-time datasets.
Furthermore, the LCSC model can be evaluated on other lung cancer datasets with other deep learning
approaches.
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