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ABSTRACT

Parkinson’s disease (PD) is a chronic neurological condition that progresses over time. People start to have trouble
speaking, writing, walking, or performing other basic skills as dopamine-generating neurons in some brain regions
are injured or die. The patient’s symptoms become more severe due to the worsening of their signs over time. In
this study, we applied state-of-the-art machine learning algorithms to diagnose Parkinson’s disease and identify
related risk factors. The research worked on the publicly available dataset on PD, and the dataset consists of
a set of significant characteristics of PD. We aim to apply soft computing techniques and provide an effective
solution for medical professionals to diagnose PD accurately. This research methodology involves developing a
model using a machine learning algorithm. In the model selection, eight different machine learning techniques
were adopted: Namely, Random Forest (RF), Decision Tree (DT), Support Vector Machine (SVM), Naïve Bayes
(NB), Light Gradient Boosting Machine (LightGBM), K-Nearest Neighbours (KNN), Extreme Gradient Boosting
(XGBoost), and Logistic Regression (LR). Subsequently, the concentrated models were validated through 10-
fold Cross-Validation and Receiver Operating Characteristic (ROC)—Area Under the Curve (AUC). In addition,
GridSearchCV was utilised to measure each algorithm’s best parameter; eventually, the models were trained through
the hyperparameter tuning approach. With 98% accuracy, LightGBM had the highest accuracy in this study. RF,
KNN, and SVM came in second with 96% accuracy. Furthermore, the performance scores of NB and LR were
recorded to be 76% and 83%, respectively. It is to be mentioned that after applying 10-fold cross-validation, the
average performance score of LightGBM accounted for 93%. At the same time, the percentage of ROC-AUC
appeared at 0.92, which indicates that this LightGBM model reached a satisfactory level. Finally, we extracted
meaningful insights and figured out potential gaps on top of PD. By extracting meaningful insights and identifying
potential gaps, our study contributes to the significance and impact of PD research. The application of advanced
machine learning algorithms holds promise in accurately diagnosing PD and shedding light on crucial aspects
of the disease. This research has the potential to enhance the understanding and management of PD, ultimately
improving the lives of individuals affected by this condition.
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1 Introduction

As human beings, we must go through various complexities that cannot be seen most closely. Many
diseases can afflict a person, and the majority of them are either genetic or occur naturally. The brain
disorder is one of the most adverse drawbacks, and the phenomenon is becoming increasingly severe
in many nations. PD is a neurological infection, a type of brain disorder, and much discussion has been
revolving around the difficulties. The PD symptoms appear slowly at first, with only a minor tremor
in one hand. Tremors are rather typical; however, they usually stiffen or slow down as time passes [1].
Although most people develop PD at about age 60, a few people start this disorder before 50 years.
Moreover, PD turns out when our basal ganglia nerve cells are injured or blocked [2]. In contrast, it is
worth pointing out that these significant nerve cells produce a vital neurotransmitter called Dopamine.
Since Dopamine interacts with our body with nerve cells, it plays a crucial role in our lives, but less
Dopamine is made when a neuron stops moving. In this case, scientists are challenged and unaware
of what triggers the death of dopamine-producing cells [3]. In a first-world country like the United
States, nearly 1 million people experience PD, with around 60,000 new patients identified yearly [4].
According to a recent study, the death rate from PD has increased by 63% in the US over the last two
decades [5]. Moreover, PD has grown comparatively in the United States over the past decade, so its
transmission to Third World countries is likely to spread in the coming days. There is not much support
in underdeveloped countries as there is medical support in the developed world, and the solution to
any disease is easily found.

Presently, a vast amount of data is being recorded in the healthcare sector, but without skilled
human resources or powerful technology, proper utilization cannot be done accordingly. There are
many insights into clinical data, and it is possible to hope for a new disease pattern or solution by
analyzing those insights. As the number of PD increases every day, its accumulation in the healthcare
sector is becoming increasingly challenging to diagnose as powerful tools have not been developed yet,
and manual analysis is time-consuming. This, in turn, brings us to a big question: “What new steps
can we take to mitigate this issue?” In recent years, machine learning (ML) and deep learning (DL)
have been widely used in the healthcare sector to detect PD.

There is a lot of potential for DL and ML-based strategies in healthcare to uncover hidden
patterns in many clinical data for diagnosing different diseases [6]. By analyzing patients’ medical
histories, symptoms, and tests, deep-learning solutions enable healthcare organizations to provide
personalized patient care [7,8]. With the advancement of cutting-edge technology, many individuals
and organizations are applying various techniques of ML and DL to measure a vast amount of
data in terms of extracting significant patterns. ML-based techniques enable us to create models
that incorporate a variety of variables with a disease. To better diagnose neural designer diseases,
data science and ML platforms integrate several data types into a single model. Therefore, a well-
developed prognosis model can alleviate the healthcare sector’s shortcomings. In this study, the
following objectives have been addressed:

• Diagnosis of PD risk factors using a LightGBM model and the development of ML technique
leveraging medical information to achieve rapid and promising accuracy.

• Creating a robust model through parameter tuning and validation will be widely used for PD
diagnosis in clinical aspects.

• Raise public awareness through research so that people can be aware of Parkinson’s disease.

The sections of this study are interrelated. In Section 2, the review of the literature, we have
examined the existing literature. In Section 3 of the research process, the system architecture is
proposed. In Section 4, entitled Result, we discuss the results and the pertinent comparison. In
Section 5 of the study, future work is discussed.
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2 Literature Review

This section presents the background of the related work associated with our proposed method-
ology and working principles. By combining a Bayesian network optimized using the Tabu search
algorithm with a projection filter in the form of Haar wavelets, Mandal et al. [9] were able to develop a
novel ensemble technique for selecting and ranking features. The accuracy of linear logistic regression
is one hundred percent, whereas the sensitivity and the range of specificity of sparse multinomial
logistic regression were between 0.978% and 0.995%. Using the Voice input dataset from the UCI
machine learning library, Pahuja et al. [10] determined that the best classifier was ANN with the
Levenberg–Marquardt algorithm (95.89%). Despite this, the method had substantial computational
expenses. The dataset must be clean and large enough for machine learning to be effective. In addition,
due to the intricacy of the issue, there are few clean datasets available.

Wang et al. [11] demonstrated that deep learning outperforms the twelve analyzed machine
learning models in differentiating between average individuals and Parkinson’s sufferers. Additionally,
the boosting strategy has comparable performance. Boosting approaches have improved accuracy,
although the rate remains at 96.2%. If we can structure the method using a computer-assisted system
or machine learning, it will be more efficient and accurate.

Using incremental support vector machines (ISVMs), Nilashi et al. [12] devised a novel method
for the unified Parkinson’s disease rating scale (UPDRS) prediction. Using incremental SVM, the
Total-UPDRS and Motor-UPDRS are predicted. The experimental results demonstrate that the
proposed method accurately predicts UPDRS. In healthcare, the technique could be used to predict
PD. Although they end their investigation by gathering datasets, no automated detection method
can identify man-to-man advancement without collecting enormous datasets of vast people and
contemporary technological use.

Research by Prashantha et al. [13] distinguishes early PD patients from healthy controls. They
employed the classifiers Naïve Bayes, Support SVM, Boosted Trees, and Random Forests. It was
discovered that the SVM classifier had the most impressive performance (AUC of 98.88% and accuracy
of 96.40%). According to Almeida et al. [14], PD could be detected utilizing cell phones. Phonation
(P) audio outperformed Voiced (V) and Unvoiced (U) audio (U). In the event of unbalanced datasets,
this issue must be handled using cross-validation. In addition, it is required to evaluate and optimize
the various feature sets to eliminate characteristics that do not aid in the diagnosis of Parkinson’s
disease. Senturk [15] proposed a Parkinson’s disease diagnosis based on machine learning. Less vocal
Parkinson’s diagnostic features were 93.84 percent correct. Nevertheless, the SVM algorithm may
rapidly diagnose the condition, albeit with less than 95% accuracy. It is required to use a computer-
aided system to achieve more accurate findings so that the accuracy rate can reach 98/99%.

Wroge et al. [16] demonstrated the reliability of patient diagnosis using supervised classification
approaches, such as deep neural networks. With pathological post-mortem testing as the gold
standard, the maximum accuracy of their proposed machine learning models is 85 percent. The
accuracy of each study is an evaluation of the overall number of instances correctly detected, regardless
of whether they are positive or negative, or it is a measurement of the actual effectiveness of a technique
in any circumstance. Researchers have made significant contributions by utilizing advanced machine
learning algorithms to diagnose PD and identify relevant risk factors by comparing previous studies
with this study. The novelty of their research lies in applying soft computing techniques for accurate
PD diagnosis.
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As the previous summary of the research shows, there have been many studies done on how
to find Parkinson’s disease. Still, only a small amount of research is conducted employing cutting-
edge machine learning techniques. Notably, crucial approaches such as cross-validation and model
validation were underutilized in the prior work; we have addressed these deficiencies and adopted the
light gradient boosting machine algorithm (LightGBM) to accelerate the diagnosis. This research aims
to find the best method for the diagnosis of risk variables by using a lightweight model (LightGBM).
Our primary purpose is to create a system with the most accurate and progressive results, therefore we
have opted to incorporate it.

Despite the paucity of published work and the novelty of employing machine learning for
Parkinson’s disease prognosis, we are considering including a revolutionary algorithm that will enable
rapid analysis and result prediction. This study therefore examined LightGBM, RF, SVM, DT, NB,
GB, XGBoost, and KNN. Our priority is to use LightGBM as the primary system classifier, and we
have double-checked the results with the other model. LightGBM, a gradient boosting framework
based on tree-based learning methods, has been brought to our attention. It is a high-performance
gradient boosting approach that may be applied to several ML applications, including ranking,
classification, and prediction. Extreme Gradient Boosting (XGBoosting) is more accurate than other
decision tree gradient boosting models, such as Extreme Gradient Boosting (XGBoosting), and it
can process enormous volumes of data. LightGBM is an open-source software that efficiently and
effectively implements the gradient boosting algorithm [17].

Light GBM augments the gradient boosting technique with an algorithmic feature selection that
emphasizes boosting situations with higher significant gradients. As a result, training improves and
accelerates prediction performance. By downsampling data and characteristics, LightGBM reduces
complexity. The loss is optimized by the algorithm’s branch-generating leaf-wise growth of the decision
tree. As a result, this method increases the tree’s depth more quickly and efficiently than level-wise
development. In addition to quicker training speeds, higher performance, and the capacity to manage
vast volumes of data, reference [18] also offered lower memory consumption and more accuracy for
parallel and GPU learning. In computing the benefit of variance, LightGBM differs from earlier
Gradient Boosting Decision Tree (GBDT) models; this distinction has been presented analytically. The
authors presents a novel approach to diagnose and classify Parkinson’s disease (PD) using ensemble
learning and a deep learning technique called 1D-PDCovNN. The study aims to develop a robust
method for the early detection and accurate classification of PD using EEG signals. The San Diego
Resting State EEG dataset is used to evaluate the proposed method, which consists of three main
stages [19]. This study focuses on the development of a wearable multisource gait monitoring system
for the quantitative analysis of gait abnormalities in Parkinson’s disease (PD). The complexity of
motor symptoms in PD makes it challenging to accurately assess gait abnormalities using a single
type of signal. Therefore, the researchers integrate force-sensitive sensors, piezoelectric sensors, and
inertial measurement units into a device to detect multisource gait data and improve clinical diagnosis
effectiveness [20].

Because of this, the SVM includes a crucial method known as a kernel, and we can perform any
difficult problem by using the appropriate or specific kernel function. The SVM Algorithm, on the
other hand, is not overly sensitive to extreme data points which reduces the likelihood of bias in the
final results. When there are outlying data points, the Mean no longer represents the data set as a whole.
Therefore, SVM is superior since it reduces the impact of outliers among the data points. Finally,
Random Forest (RF) is an Ensemble Learning method that relies on bagging. It constructs as many
tree structures as possible on a sample of the data and then averages their results. Thus, decision trees
benefit from less overfitting and variation.
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3 Methodology

This section presents the overall methodology of the proposed solution. Fig. 1 shows the key idea
of the proposed method as well as the graphical illustration. In this figure, the collection of the data
is accomplished from the infected person with Parkinson’s disease. Then, data preprocessing has been
applied to the collected data to feed the Machine Learning (ML) models accordingly. After finding
the obtained results from the ML models, any patient can be able to know about the prediction of
Parkinson’s disease.

Figure 1: Summary of the machine learning algorithms

The methodology of this proposed research has been divided into several phases: Data Collec-
tion and Cleaning, Model Selection, and Model Evaluation. The first step involved cleaning and
preprocessing the research dataset using data normalization, transformation, categorical encoding,
and attribute selection, among other methods. Following this step, the model was trained and verified
using a variety of model evaluation indicators such as K-fold-cross-validation, Receiver Operating
Characteristic (ROC)—Area Under the ROC Curve (AUC), and Confusion Matrix. Eventually, the
classifier was developed to predict Parkinson’s disease.

Fig. 2 shows flow diagram of the proposed methodology. In this figure, the initial step is data
collection, and the dataset was collected and pre-processed. The accepted data was converted to the
correct form in the second stage using categorical encoding. In the third and last stage of the process,
the model was trained using a supervised machine learning model, and then the model validation
indicator was used to determine which model was the most accurate.

3.1 Dataset and Data Preparation

This dataset includes the biological measurements of 531 people, including 223 with Parkinson’s
disease (PD) [21]. Each table column represents a different voice measure, and each row shows one
of the 195 voice recordings produced by these individuals. In the stage of data collection, we have
considered a set of parameters such as sex, age, stage (H&Y), years since diagnosis, etc. We have also
considered the history of the disease and the previous feedback on PD. In the initial stage of the data
collection, it was organized in an unorganized way, and we prepared the data using preprocessing
techniques.

Data Preparation is crucial in integrating with the machine learning paradigm while data is usually
collected online; moreover, an inconsistency called noise or missing values has various adverse effects
while executing machine learning [22]. Thus, cleaning the dataset effectively and figuring out the
unwanted variables is essential to make a model faster and more efficient. Raw data is insufficient
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and cannot be incorporated into a model, so it has been modified. Regarding the information in
the dataset, the features were investigated from a statistical and a semantic standpoint. Furthermore,
the preprocessed dataset was subjected to categorical data encoding and the Data Transformation
procedure. The research found the raw data from the dataset to have noise and missing values. Also,
some of the columns contain NaN values. Thus, the research applied mean value interpolation to fill in
the missing values in order to make a more robust model for PD diagnosis. Further, the model applied
the LabelConding() method to encode labels to find the highest results from the classifiers.

Figure 2: Architectural design to predict Parkinson’s disease

3.2 Model Selection

This research applied and evaluated eight machine learning algorithms to detect Parkinson’s
disease. To illustrate, Decision Tree Classifier, Random Forest Classifier, Logistic Regression, Support
Vector Machine Classifier, Naïve Bayes Classifier, K-Nearest Neighbor Classifier, XGBoost Classifier,
and Light Gradient Boosting Machine (LightGBM). It is to be mentioned that the physicians or
doctors utilize a risk assessment calculator to measure the probability of medical diseases. This
is to say that the approach takes some parameters to forecast the disease, such as demographic
variables, medical conditions, and other supporting essential data. The complexity here is that a similar
equation-based approach has a lower efficacy. Turning into cutting-edge technology, the machine
learning algorithms have appeared with satisfactory performance and accurate prognosis of the clinical
disorder. Therefore, the mentioned models were considered for this research work. In the following
section, we have interpreted the mathematical explanations of the algorithms used in this research,
and it is to be said that out of all the algorithms, the performance of LightGBM, Support Vector
Machine, and Random Forest are found to be the highest.

3.3 The Light Gradient Boosting Machine (LightGBM)

For shifting a function, for instance, from the process space X to the gradient space G, we use the
concept [23] of verdict trees.

Y = Base_tree (X) − Ir * Tree1(X) − Ir * Tree2 (X) − Ir * Tree3 (X) (1)
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b
is to normalize the sum of gradients over B back to the size of AC.

3.4 Gradient Boosting

The Gradient Boosting (GB) is mainly based on the conventional ensemble learning method.
The GB uses loss optimization techniques. For regression-type issues, the gradient boosting approach
performs reasonably well. The following Eqs. (4)–(9) are shown as the working procedure of the
gradient mathematically boosting algorithm [24].

Reconfigure the function estimate with a constant value:

f̂ (x) = f̂0, f̂0 = γ , γ ∈ R, f̂0 = arg min
γ

∑n

i=1 L (yi, γ ) (4)

For each iteration t = 1, . . . , T :

Compute pseudo-residuals

rt, rit = −
[
∂L (yi, f (xi))

∂f (xi)

]
f (x)=f̂ (x)

, for i = 1, . . . , n (5)

Here in this equation inclusion latest function gt(x) as regression on pseudo-residuals:

{(xi, rit)}i=1,...,n (6)

Determine the optimal coefficient ρ t at gt(x) about the initial loss function

ρt = arg min
ρ

∑n

i=1 L
(

yi, f̂ (xi) + ρ · gt (xi, θ)
)

(7)

Improve current approximation f̂ (x) where f̂t(x) = ρt · gt(x)

f̂ (x) ← f̂ (x) + f̂t(x) = ∑t

i=0 f̂i (x) (8)
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When the elementary constant and all subsequent function updates are incorporated, the resulting
GBM model will be complete. Finally, the following equation will be:

f̂ (x) =
∑T

i=0
f̂i(x) (9)

3.5 Support Vector Machine (SVM)

The kernel converts the lower-dimensional data into higher dimensions [24]. The following
equations are used for the case of SVM (10) and (11):

�w · �x + b = 0 (10)

From the Eq. (10), �w belongs to the average vector to the hyperplane. The boundary of a region
or area is defined by two hyperplanes, one of which is the maximum hyperplane. The equations used
to define these hyperplanes can be applied to a standardized data set. As shown in Fig. 3.

Plus-plane = �w · �x + b = 0

Minus-plane = �w · �x − b = 0

Figure 3: Margin maximization in hyperplanes and the support vector machine with data from two
classes

As a result, we can represent the width or data classification can be margin by two hyperplanes
as:

width = �W
abs( �W)

(11)

Radial Basis Function (RBF) Kernel Support Vector Machine (SVM): Both linear and nonlinear
data work effectively with Support Vector Machine. The kernel function is essential in placing data
into the function space. In many circumstances, when we plot more than one variable in a typical
scatter plot, the plot is unable to distinguish between two or more data classes. The RBF is a type of
nonlinear function as well. With this support vector machine’s most often practiced function kernel,
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any input may be mapped to infinite-dimensional space.

K (x1, x2) = exp
(

−|x1 − x2|2

2σ 2

)
(12)

The Radial basis function (RBF) kernel refers to a Gaussian function. This equation gives the
following:

f (X) =
∑N

i
αiyik (Xi, X) + b (13)

We get a new function by applying Eqs. (9) in (10), where N represents the trained data.

f (X) =
∑N

i
αiyi exp

(
−|x1 − x2|2

2σ 2

)
+ b (14)

3.6 Technical Contributions

In this research, we have ensured various technical contributions. As stated above, seven different
machine learning algorithms were adopted in this manuscript for the case of Parkinson’s disease
prognosis. Throughout the experimental exploration, the overfitting issues were resolved accordingly.
Overfitting is a data modeling problem when a function aligns itself too closely with a few data
points. A data model can also be under-fitted, which means that it is too simplistic and contains
too few data points to be useful. Systems developed from a clinical point of view should be properly
evaluated and not considered robust systems unless bias or other issues are filtered out of the model.
GridSearchCv, a library function in the sklearn model selection package, is applied. Looping over
specified hyperparameters assists in fitting an estimator (model) to a training set. Conclusively, the
best hyperparameters can be chosen from the list of hyperparameters. By applying this technique to
the decision tree, we get the best parameters like, ‘criterion’: ‘entropy’, ‘max_depth’: 6, ‘max_features’:
‘auto’, ‘random_state’: 120. Similarly, for the case of Random Forest, we have received the optimal
parameters like, {‘criterion’: ‘entropy’, ‘max_depth’: 7, ‘max_features’: ‘auto’, ‘n_estimators’: 125,
‘random_state’: 200}. Turning into the SVM, we have obtained the optimal parameters such as {‘C’:
100, ‘gamma’: 1, ‘kernel’: ‘rbf’}. Lastly, the essential parameters were found on top of the XGBoost
classifier.

Consequently, we have handled the computational complexity of each model and achieved the role
of a robust system by making them faster. Apart from these, we have adopted LightGBM algorithms
with proper hyperparameter tuning and cross-validation tenfold. To the best of our knowledge, no
one has yet applied this algorithm to predict Parkinson’s disease, even though this technique has
various advantages that can be discovered for predicting Type-2 diabetes. Based on this observation,
this algorithm was adopted and achieved promising results accuracy [25].

This section show have created algorithm (Algorithm 1) that used for classifying and analyzing
Parkinson’s disease. There are several advantages to designing algorithm. For starters, it can be rapidly
and readily transformed into a programming language similar to a programming language. Second, it
is rather simple to grasp, especially for non-programmers. Fig. 4 shows the flowchart of the proposed
ML pipeline.

Algorithm 1: Algorithm for Predicting Confidence in Parkinson’s Disease Classification
Input: Labeled Data or Nominal Data
Output: The confidence on the prediction

(Continued)
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Algorithm 1 (continued)
Procedure:
1. Data Preprocessing Step 1: Loading Data

Read data from CSV file.
Step 2: Cleaning Dataset

Perform data cleaning procedures.
Step 3: Handling Missing Values

Impute missing values in the dataset.
Step 4: Handling Categorical Variables

Impute values for categorical variables.
Step 5: Data Splitting

Split the dataset into dependent and independent variables.
Step 6: Data Scaling

Scale the dataset using MinMaxScaling technique.
Step 7: Data Transformation

Feed the independent data into the scaler.
2. Algorithm Selection Step 1: Select Algorithm

© If an Algorithm is selected:
• Use Decision Tree Classifier (DTC), Random Forest

(RF), Support Vector Machine (SVM), LightGBM,
Logistic Regression (LR), K-Nearest Neighbors (KNN),
or XGBoost based on the selection.

© Else If the Model is Executed:
• Calculate the computational complexity.

© Else:
• Go back to Step 1 of Data Preprocessing.

3. Classification of Parkinson’s Disease Step 1: Classify Parkinson’s disease based on the selected
algorithm/model.

4 Result
4.1 Classification Report

Using a classification report, we may assess the precision of the classification algorithms and find
the confidence on the prediction. In this research, a set of key classification parameters including as
precision, recall, and F1-score are presented on a class-by-class basis. These metrics are calculated by
performing training with varying numbers of true positives, false positives, and false negatives.

Table 1 describes these traditional machine learning algorithms’ classification reports for predict-
ing Parkinson’s disease. The following Eqs. (15)–(18) were considered for finding precision, recall, and
the F1-score are all essential factors to consider.

Precision: The ratio of the true positive estimate produced by the model to the overall positive
estimate (correct and wrong). It is articulated as:

Precision = TP
TP + FP

(15)
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Figure 4: Flowchart of the ML pipeline

Table 1: Accuracy and performance interpretation over the suggested models

Metric DT RF LR SVM NB KNN LightGBM XGB

Accuracy 0.932203 0.966102 0.830508 0.966102 0.762712 0.966102 0.983051 0.915254
F1-score 0.920000 0.961538 0.782609 0.960000 0.650000 0.960000 0.981132 0.909091
Recall 0.884615 0.961538 0.692308 0.923077 0.500000 0.923077 1.000000 0.961538
Precision 0.958333 0.961538 0.900000 1.000000 0.928571 1.000000 0.962963 0.862069
R2-score 0.724942 0.862471 0.312354 0.862471 0.037296 0.862471 0.931235 0.656177
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Recall/Sensitivity: The ratio of being able to predict as positive. In mathematical form, it is given
as:

Recall = TP
TP + FN

(16)

F1-score: It offers a better approximation than the Accuracy Metric of incorrectly categorized
cases.

F1 = 2 · Precision . Recall
Precision + Recall

(17)

Accuracy: This is indicating the significant amount of true positive rate. It is stated as:

Accuracy = TP + TN
TP + TN + FP + FN

(18)

As shown in Table 1, it can be observed that the accuracy of LightGBM was the highest with 98%
of accuracy among the other traditional machine learning models. At the same time, the accuracy of
XGB was lowest at 91%, which indicates that even though the boosting technique is reasonably well
when it comes to the disease data, the satisfactory accuracy was turned down. Also, we have provided
another table in Table 2 where the sensitivity and specificity of the suggested models are depicted.
Further, we have illustrated two comparison graphs in order to visualize the highest performance with
the performance evaluation matrices. Fig. 5 shows the corresponding bar chart for the comparisons.

Table 2 : Experimental result analysis with sensitivity and specificity from the suggested models

Metric DT RF LR SVM NB KNN LightGBM XGB

Sensitivity 0.884615 0.961538 0.692308 0.923077 0.500000 0.923077 1.00000 0.961538
Specificity 0.850000 0.960000 0.700000 0.920000 0.500000 0.921000 1.00000 0.961000

4.2 Model Evaluation Approach

We partition a dataset into five subsets with the same number of records. These subdivisions are
known as folds. Consequently, our dataset was divided into five equal folds. K indicates the number
of folds. The ROC curve is an estimation measure for binary classification problems. It is a probability
curve that compares the TPR to the FPR at various threshold values, separating signal from noise.
Ultimately, a confusion matrix is a means to summarize the findings of a classification system. False
Positive (FP) mistakes in the Confusion Matrix are known as Type-1 errors, whereas False Negative
(FN) errors are known as Type-2 errors. The expected value for Type-1 was incorrectly predicted, as
the actual value was negative, but the model’s prediction was positive. The projected value for Type-2
was miscalculated, as the actual value was positive whereas the model expected a negative value as
shown in Fig. 5. Figs. 6, 7 illustrate the model validation report applying the ROC-AUC curve and
confusion matrix. Fig. 6 indicates the ROC-AUC curve applied on top of the LightGBM model and it
is noticeable that the AUC was around 1, which specifies that the model is accepted and can be utilized
in real-life. On the other hand, Figs. 7a and 7b visualize the LightGBM’s confusion matrix, including
the amount of sensitivity and specificity.
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Figure 5: Comparison of the different models (a) bar chart of the best results from the suggested models
(b) bar chart of the sensitivity and specificity from the suggested classifiers

Figure 6: Model assessment report using ROC-AUC validation curve



4958 CMC, 2024, vol.79, no.3

Figure 7: (a) Visualizing the LightGBM’s confusion matrix, including the amount of sensitivity
and specificity (b) Illustrating the XGB’s confusion matrix with the total amount of true and false
prediction rates

5 Discussion

This section will discuss the potential findings extracted through an extensive exploration on top
of Parkinson’s disease. It is noticeable that various algorithms for conventional machine learning
and deep learning were applied and validated beforehand to forecast and analyze the disease. It
is noticeable that SVM, RF, LR, Multilayer Perceptron, KNN, ANN, RT, and DNN models were
frequently utilized to classify and predict the patients with Parkinson’s. Even though the DNN model
has promising performance on different datasets, it does not show satisfactory performance on top
of this research work. Turning into the SVM model, it has the highest accuracy among the other
models. Support vector machines are highly efficient for high dimensional space, and this algorithm
uses relatively little memory. On the other hand, the RF replaced the second place after the SVM
model. It is to be mentioned that although the various traditional methods appeared in the previous
research, we have extracted the information on top of the frequent model.

it is noticeable that there are some limitations to collecting the dataset. It is possible to overcome
this problem by using a balanced dataset, which will allow the decision tree model to learn without
bias. When noise and outliers are present in data collection, diagnosis is less likely to be accurate.
As such, medical data must be automatically pre-processed before analysis. After removing noise
and outliers, the processed and analyzed medical images can then be used to diagnose diseases and
abnormalities, such as volume, shape, and motion of organs. So overall, the process may not be cost-
effective but efficient enough to diagnose appropriately. It is also observed that the computational
cost of the process was considerably high. To solve the problem, clean and substantial size datasets are
required from a machine learning perspective. But here, we have noticed a limited amount of available
clean datasets in light of the various complications of the datasets. In addition, this form of dataset
gathering presents a number of intrinsic difficulties, including the problem of “class imbalance”and the
presence of noise and outliers. In addition to these, boosting methods make some research work more
efficient. 96.2% was obtained in the previous study, but the authors did not ensure the effectiveness, so
this is slightly difficult to use in terms of the clinical aspects. There is no automatic detection process
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that can detect the progress man to man rather than collecting their dataset of prominent people and
advanced technology uses. Using only two variables autonomic symptoms and olfactory dysfunction it
was feasible to attain an accuracy of 84.4%, according to the ripper algorithm’s interpretable principles.
Our study shows that non-motor parameters of Parkinson’s disease (PD) may be analyzed using
machine learning approaches to detect PD patients with good accuracy and recall, and it enables us
to choose the most discriminative non-motor variables to develop new tools for PD screening.

Cross-validation was used to address the imbalanced datasets in certain research projects. Also,
assess and improve feature sets, eliminating characteristics that do not aid in the diagnosis of
Parkinson’s disease. Through our study, we have tracked out many observations on the PD. We
have found that my studies described in the literature section had interpreted insufficient description
of their adopted methodology or failed to provide accurate information such as more significant
parameters of early diagnosis of PD. Also, some of the studies were less efficient how the machine
learning models were implemented, trained, and evaluated. Although, we attempted to include a
list of model hyperparameters and cross-validation approaches in the data extraction table, a few of
the included articles lacked this information in the main text, making it difficult to duplicate the
findings. Nonetheless, this study provides a comparison table (Table 3) where we have interpreted
the comparison among the existing models and how our model is superior to others. Based on the
performance and comparison, we can say that the developed model can be implemented in computer-
aided diagnosis (CAD). The suggested models and trained models can be implemented on the cloud
server. As we have the highest accuracy in PD identification, the user or patient can provide the value
of the corresponding factors to the models, and the model will return the results of the CAD-based
diagnosis. So, from our point of view, the model can be applied to the clinical application of PD
diagnosis.

Table 3: Comparison among the previous works from the previous works

References Main contributions Model applied Highest accuracy

Mandal et al. [9] By combining a Bayesian
network optimized using
the Tabu search algorithm

Multimodal logistics
regression

99.5%

Gunjan
Pahuja et al. [10]

Application of
Levenberg–Marquardt
algorithm

ANN 95.89%

Wang et al. [11] Application of the deep
learning with twelve
analyzed machine learning
models

Boosting algorithm 96.20%

Prashantha et al. [13] Application of the multiple
classifiers

Naïve Bayes (NB),
Support Vector
Machine (SVM),
Boosted Tress (BT), and
Random Forest (RF)

96.40%

Wroge et al. [16] Reliability of patient
diagnosis using supervised
classification approaches

Different ML
algorithms

85%

(Continued)
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Table 3 (continued)

References Main contributions Model applied Highest accuracy

Proposed solution The application many ML
algorithms including the
utilization of the boosting
algorithms

LightGBM, RF, SVM,
DT, NB, GB, XGBoost,
and KNN

98%

6 Conclusion

Parkinson’s disease is a major global cause of death. It is more difficult to treat because many
nations do not fully understand it. The healthcare system lacks the physicians and technology
necessary to reduce the number of fatalities. It is difficult to determine the cause of Parkinson’s disease
and how to treat patients without the proper resources. Our goal is to make it easier for doctors and
patients to identify what might cause Parkinson’s and how to reduce those risks. We made a simple
model called LightGBM that’s really good at spotting Parkinson’s disease. It only needs to look at two
things-autonomic symptoms and olfactory dysfunction-to be 84.4% accurate.

But while working our proposed model, we face into a few issues. In addition to lacking some
useful tools, we worked with limited data. We will address these issues in the future. To refine our model
further, we will employ larger datasets and more advanced equipment. To further improve our model’s
accuracy, we’ll incorporate additional patient data, such as speech and movement patterns. Through
our project, physicians and patients will be able to determine the possible cause of Parkinson’s disease.
To train our model and develop a novel approach to future disease prediction, we will leverage a large
amount of data.
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