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ABSTRACT

Concrete subjected to fire loads is susceptible to explosive spalling, which can lead to the exposure of reinforcing
steel bars to the fire, substantially jeopardizing the structural safety and stability. The spalling of fire-loaded concrete
is closely related to the evolution of pore pressure and temperature. Conventional analytical methods involve the
resolution of complex, strongly coupled multifield equations, necessitating significant computational efforts. To
rapidly and accurately obtain the distributions of pore-pressure and temperature, the Pix2Pix model is adopted
in this work, which is celebrated for its capabilities in image generation. The open-source dataset used herein
features RGB images we generated using a sophisticated coupled model, while the grayscale images encapsulate the
15 principal variables influencing spalling. After conducting a series of tests with different layers configurations,
activation functions and loss functions, the Pix2Pix model suitable for assessing the spalling risk of fire-loaded
concrete has been meticulously designed and trained. The applicability and reliability of the Pix2Pix model in
concrete parameter prediction are verified by comparing its outcomes with those derived from the strong coupling
THC model. Notably, for the practical engineering applications, our findings indicate that utilizing monochrome
images as the initial target for analysis yields more dependable results. This work not only offers valuable insights
for civil engineers specializing in concrete structures but also establishes a robust methodological approach for
researchers seeking to create similar predictive models.
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1 Introduction

When exposed to fire, concrete structures are at risk of undergoing explosive spalling, a process
characterized by the sudden and forceful detachment of fragments from the heated concrete surface
[1,2]. Explosive spalling not only strips away protective layers from the reinforcing steels but also
critically undermines the load-bearing capabilities of concrete structures. Spalling arises from complex
Thermo-Hydro-Chemical (THC) interactions [3–6] that include dehydration of the concrete matrix,
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phase transitions between liquid and vapor states, and the permeation and diffusion of water and
dry air within concrete pores [7–9]. These processes are influenced by a myriad of material and
environmental factors, such as permeability, conductivity, moisture content, and fire loading. Con-
ventionally, simulating spalling accurately has required complicated numerical tools and considerable
computational efforts. In many cases, highly refined temporal and spatial discretizations are inevitable,
rendering real-time prediction of spalling risk during fire emergencies impractical. However, within
engineering practices, there is a strong preference for rapid assessment methods that can adapt to any
environmental condition and fire load scenario, aiding engineers and designers in their work. On the
other hand, in recent years machine learning (ML) [10,11] has emerged as a powerful research tool
for solving various engineering problems [12–14] in which the data-driven machine learning methods
show their great potential in automatically identifying and extracting features and building predictive
models. A typical data-driven model is a neural network-like numerical procedure. By feeding vast
amounts of data into the neural network, the parameters of the network will be iteratively determined.
Although the training process can be computationally intensive, once a network is trained, it is capable
of delivering predictions with near-instantaneous speed [15], serving as an exceptionally efficient
surrogate model.

As indicated in references [9,16], the evolution and distribution of pore-pressure built-up and
temperature are the most important information to predict the spalling risk of fire-loaded concretes. In
reference [15], a strategy is proposed that employs an RGB image to represent the temporal and spatial
distributions of pore-pressure pg, water saturation degree Sw and temperature T . As shown in Fig. 1,
each RGB channel is assigned to represent one of three key parameters: Sw, pg and T , respectively.
Through normalization processing, the value range of the three channels is unified between 0-255.
For example, the green channel illustrates gas pressure that pg ∈ [0, pg

max] → [0, 255], where pg
max is a

prescribed high value that is equal to or exceeds the maximal value of pg. Under one-dimensional
conditions, the horizontal direction of the RGB image represents spatial distribution, and the
vertical direction corresponds to time evolution. Furthermore, the input material and environmental
parameters can be encoded within a grayscale image [17]. Hence, rapid assessment of spalling risk
is reformulated as an image-to-image conversion challenge, which can be achieved by contemporary
machine learning algorithms aiming at building mapping functions from the source domain images to
the target domain images [18]. With the progresses in visual generation tasks, researchers have built
various image conversion methodologies, among which the generative adversarial network (GAN),
introduced in 2014 [19], stands out as a particularly influential tool. Many improved versions such as
conditional generative adversarial network (CGAN) [20], deep convolutional generative adversarial
network (DCGAN) [21], and cycle-consistent adversarial network (CycleGAN) [22] have been derived
to improve the quality of generated images. Based on the CGAN framework, Isola et al. proposed
a general solution to the image conversion problem conditional adversarial network (Pix2Pix) [23],
which is used for general non-specific image-to-image conversion tasks and can predict output pixels
based on input pixels, showing its advantages of simple structure, strong universality, and stable
training process. Pix2Pix has also been improved and successfully used in the field of civil engineering
[24–28].

Building on our early work [15,17], aiming at obtaining the pore-pressure and temperature of
concrete subjected to arbitrary fire load at any ambient humidity, Pix2Pix network is designed and
used. The dataset originates from a well-established coupled THC model [8], transformed into image-
based representations of both input parameters and results. The main contributions of this work are:
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1. The appropriate network structure is obtained by comparing different levels of U-Net and
patchGAN structures which extract image feature information and avoid the loss of details
during transmission;

2. The influences of different loss functions on the calculation results are studied. By improving
the loss constraints in the Pix2Pix model, the output error of the model is reduced, assuring
precise images with high resolution;

3. The impacts of providing different initial target images on the generated results of training
model are analyzed, indicating that in engineering applications, using a monochrome image as
the initial target image often leads to dependable predictions.

The remaining parts of the paper are organized as follows (see Fig. 2): In Section 2, the Pix2Pix
model is presented, including network structures, loss functions, training procedures, etc. In Section 3,
numerical examples are given. By testing different structures and parameters, an optimized Pix2Pix
model is obtained, and its reliability is indicated by comparing its results with those from the coupled
THC model. Concluding remarks are given in Section 4.

Figure 1: Using an RGB image for representing the time-space variations of Sw, pg and T

Figure 2: The main contents of this paper

2 Pix2Pix Image Conversion Model

The Pix2Pix is a GAN model specialized for image type data-sets. As shown in Fig. 3, the Pix2Pix
model consists of two networks: i) a generator network (G) and ii) a discriminator network (D). The
generator takes random noise vectors and input (grayscale) images as input and produces new RGB
images, with the goal of generating images which are so close to the real images that the discriminator
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cannot distinguish between the two. The discriminator distinguishes between the real images from
the data-set and the generated (fake) images produced by the generator then gives the probability
of the input being real or fake. The generator tries to minimize the probability of the discriminator
making a correct classification while the discriminator tries to maximize its accuracy in distinguishing
between real and fake images. When the discriminator determines that an image is real, it directly
outputs 1. After training, the generator and the discriminator are finally balanced, so the discriminator
cannot identify the authenticity of the generated image. In other words, the probability of judging the
authenticity of the output image is 0.5. The objective function of Pix2Pix can be expressed as:

G∗ = arg min
G

max
D

L (G, D) + λLL (G) ,

where
L (G, D) = Ex,y [log D (x, y)] + Ex,z [log(1 − D(x, G(x, z))] ,
and
LL (G) = Ex,y,z [||y − G (x, z)||] ,

(1)

in which (x) is the input image; in the training and testing stages, (y) is the real image from the target
domain (can be expressed as y(r)), in the verification and application stages, since the real image is
generally unknown in actual projects, (y) is usually provided casually by the user, which is called the
initial target image (represented by y(s)); (z) is a random noise vector, and G(x, z) is the generated
image. It is worth mentioning that the noise vector (z) is not indispensable in the training process [23].
The adversarial loss L is formulated to make the discriminator believe that the generated images are
real for the generator and to classify real and generated (fake) images for the discriminator. The L
loss LL is the mean absolute error between the generated image G(x, z) and the real target image (y)
which can help to reduce the pixel-wise difference between the generated image and the target image,
making the generated images not only fool the discriminator but also become structurally similar to
the target images. λ is a hyperparameter controlling the relative importance of the L compared to the
LL. By adjusting λ, one can balance between having the generated images look realistic (L) and being
similar to the target images (LL), λ = 100 is used in this work [23].

Figure 3: Pix2Pix model network structure

2.1 Generator and Discriminator

The U-Net structure has excellent image compression and denoising capabilities [29]. Compared
with the traditional encoder-decoder structure network that performs down-sampling and dimension
reduction on the input image, and then up-sampling and restoration, the U-Net generator adopts
direct feature fusion instead of pooling index. As shown in Fig. 4, there are skip connections between
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each layer i and layer n−i, represented by blue arrows, and each rectangular box corresponds to
a multi-channel feature map. Therefore, U-Net avoids the loss of low-level information during the
transmission process by adding skip connections between decoders, and there is no full connection
with large memory consumption between the up-sampling and down-sampling, effectively improving
the image conversion performance. Hence the U-Net structure is adopted as the generator of Pix2Pix.

Figure 4: U-Net structure

Considering the discriminator, the patchGAN structure is used. The input of the discrimina-
tor is the real and the generated images, and its output is the probability value in the range of
0–1. The patchGAN divides each image into multiple fixed-size and mutually independent patches,
transforming the judgment of the real and fake of the whole image into the real and fake of each
patch. The average value of all patch is used as the final output of the discriminator. Comparing to
the other structures, the image sizes of patchGAN is not limited and the input dimension of the image
can be greatly reduced.

2.2 Activation Function

By introducing activation functions, the nonlinear fitting ability of the U-Net structure can be
improved. The rectified linear unit (ReLU) is a relatively commonly used activation function in deep
learning, and it can be written as:

ReLU(x) =
{

0, x ≤ 0
x, x > 0

, (2)

ReLU shows high efficiency and effectively alleviate the problems of gradient disappearance and
explosion. However, during the processes of image convolution, a large number of negative values may
be generated, making ReLU function provide great amount of zero values. To solve this problem, the
LeakyReLU activation function is introduced as:

LeakyReLU(x) =
{

αx, x ≤ 0
x, x > 0

, (3)

where α is a non-negative small value and α is set to 0.2 in this work. Finally, for bounding the output
in the last layer, the Tanh activation function is used as:

Tanh (x) = ex − e−x

ex + e−x
. (4)
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To determine the activation functions, three cases are considered. Case 1 uses all ReLU in the
convolution process, Case 2 uses LeakyReLU, and Case 3 combines both by using LeakyReLU in the
down-sampling process and ReLU in the up-sampling process. Fig. 5 shows the results comparing
to the real images. These images are the distributions of pore-pressure, saturation degree, and
temperature. The dark images are with low saturation degree and the bright images are with high
saturation degree.

Figure 5: Comparison of different activation functions

By comparing with the real images, it can be found that the results of Case 1 lose many details and
the results of Case 2 are worse. In contrast, Case 3 achieves the best conversion results for both low
and high saturation images. Based on these results, the LeakyReLU activation function is used in the
down-sampling process, ReLU function is used in the first seven up-sampling activation layers, and
Tanh activation function is used in the last layer (up-sampling) in this work.

2.3 Loss Function

The loss function measures the difference between the predicted and the real value of the model.
Because of the complexity and diversity of machine learning tasks, it is necessary to select an
appropriate loss function to ensure the effectiveness of the model and improve the convergence speed.
Several loss functions involved in this work are introduced here.

The Mean Square Error (MSE) function refers to the mean of the sum of squared differences
between the predicted value and the real value of the model:

LMSE = 1
n

n∑
i−1

[G (xi) − yi]2. (5)

The Binary Cross Entropy Loss (BCELoss) is:

LBCE = 1
n

n∑
i−1

[yi ln G (xi) + (1 − yi) ln(1 − G (xi))], (6)

to ensure numerical stability, its output value can be normalized into [0,1] by using a sigmoid function.
The L1 loss function can measure the average error of the predicted value, and its expression is as
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follows:

L1 = 1
n

n∑
i−1

|G (xi) − yi| . (7)

Smooth L1(Ls) combines the advantages of L1 and L2 loss functions:

Ls =

⎧⎪⎨
⎪⎩

1
2

[G (xi) − yi]2, |G (xi) − yi| < 1

|G (xi) − yi| − 1
2

, |G (xi) − yi| ≥ 1
, (8)

where n is the numbers of pictures, G (xi) is the predicted value corresponding to the image i, and yi is
the real value corresponding to the image i.

As the most commonly used loss function, MSE can reduce the error when there is a small
difference between the real values and the predicted values. BCELoss is often used for binary
classification problems. The gradient value of L1 loss function is constant, which has low convergence
ability and is not conducive to the stability of model training. Smooth L1 function is not sensitive to
outliers, and the gradient value changes continuously with the difference value, which can effectively
prevent the gradient explosion. Selecting an appropriate loss function can reduce image blur, this paper
will analyze the effect of different loss functions in the next section. Following cases are considered:

L (C, D) =

⎧⎪⎪⎨
⎪⎪⎩

LMSE + λL1

LMSE + λLs

LBCE + λL1

LBCE + λLs

. (9)

3 Numerical Study
3.1 Data-Set, Environment and Process

The data-set consists of 5000 image pairs and each pair includes a grayscale image as input image
x and an RGB image as target (real) image y. The grayscale images store information like concrete
material parameters, environmental moisture, and temperature loads (see Table S1 for detailed infor-
mation) and the RGB images store the evolution and distributions of pore pressure, saturation degree
and temperature, see [15,17] for details. The dataset can be accessed at “https://github.com/gzzgrzh/
smart-building-track.git”. The 5000 groups of pictures are divided into training groups, test groups
and validation groups at 80%, 18% and 2%, respectively. The trainings are conducted on a computer
running 64-bit Ubuntu 20.04.4 LTS, Python 3.9.7, Tensorflow 2.5.2, Torchvision0.12.0, CUDA11.6,
with an Intel(R) Core (TM) i7-9700 CPU @ 3.00 GHz ×8 processor and NVIDIA GeForce GTX
1600 Ti graphics card.

The generator and discriminator are trained alternately, using the Adam solver with mini-batch
stochastic gradient descent. Both network weights are initialized from a Gaussian distribution with
mean 0 and standard deviation 0.02. 200 epochs are used in each training procedure. The model is
updated after each image, in other words, the batch-size is 1. The learning rate equals to 0.0002 and
momentum parameter β = 0.5 [23,25]. In the pre-processing stage, one-to-one correspondence between
the grayscale input image x and the RGB target image y is performed. After iteration, the images in the
test data-set are tested after the trained model is obtained. Then the trained model is used to compare
predictions on the validation set.

https://github.com/gzzgrzh/smart-building-track.git
https://github.com/gzzgrzh/smart-building-track.git
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3.2 Training and Testing

3.2.1 The Generator (U-Net)

The number of U-Net structure sampling layers directly affects the quality of image conversion.
For 256 × 256 images, when the number of sampling layers is set to 8 or 12, the generated images
are distorted and unreliable, see Fig. 6 for example. Great differences can be found between the
generated and real images. As shown in Fig. 7, this paper utilizes a U-Net structure with 8 down-
sampling layers and 8 up-sampling layers to extract image feature information. The numbers on the
sampling layer represent the width, height and number of feature channels of each layer feature image,
respectively. The sampling layers use full convolution network structures with a convolution kernel
of 4 × 4, a convolution step of 2, and padding pixel of 1. Each sampling layer includes convolution,
normalization, and activation processing. The “skip connections strategy” fuses the image features
after each up-sampling with the image features extracted from the down-sampled layer, simplifying the
network structure and making full use of the low-level structural information and high-level semantic
features of the image. After each convolution, the image size is reduced by half, replacing the pooling
process to avoid the loss of image feature information. Additionally, the standard normalization
operation improves the training efficiency and prevents overfitting. The generated results are shown
in Fig. 8, indicating that the model show better performance on low-saturation (dark) images than on
high-saturation (bright) images. Generally, these results are acceptable in the first iteration.

Figure 6: Results of U-Net structure with 8 or 12 layers

Figure 7: U-Net structure in this paper
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Figure 8: Results of U-Net structure with 8 down-sampling layers and 8 up-sampling layers (16 layers)

3.2.2 The Discriminator (patchGAN)

The number of convolutional layers directly affects the ability of the patchGAN discriminator to
distinguish the real and fake images. In this work, the numbers of convolutional layers are tested with
values of 3, 6 and 9. The differences between the generated images of generator and the real images
are shown in Fig. 9. Through comparison, it can be found that when the number of discriminator
convolution layers is 3 and 6, both perform well on generated images considering low saturation (dark).
But in the cases with high saturation (bright), 6 convolution layers give better results. On the other
hand, it is found that 9 convolution layers can lead to unreliable results, see Fig. 10 for example. Hence
6 convolution layers is used in the remaining parts of this work.

Figure 9: The results when the number of convolution layers is 3 and 6
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Figure 10: Some failure examples when the number of convolution layers is 9

3.2.3 Loss Functions

Considering different loss functions, the obtained target images are shown in Fig. 11. Generally,
the differences between these images are indistinguishable to the naked eyes. Hence different image
similarity evaluation methods are used, including image cosine similarity (Cosine), histogram simi-
larity (Hm), three-histogram similarity (ThreeH), structural similarity of RGB image (SSIMRGB) and
mean square error (MSE). In the first row of Table 1, (+) indicates a bigger value showing more similar
results while (-) indicates a smaller value showing more similar results. Base on the results, we use
“MSE+ Ls” as the loss function in the training process.

Figure 11: Results of using different loss functions

Table 1: Image similarity under different evaluation indicators

Parameter Cosine (+) Hm (+) ThreeH (+) SSIMRGB(+) MSE(-)

MSE + λL1 0.996 0.39 0.83 0.998 45.72
BSE + λL1 0.996 0.27 0.82 0.989 50.60
MSE + λLs 0.998 0.51 0.82 0.995 33.74
BSE + λLs 0.995 0.38 0.77 0.923 54.65

In summary, the hyperparameters used in the training process are listed in Table 2. Fig. 12 shows
the loss curve of Pix2Pix in training, it can be found that Ls loss of the generator was very small and
the curve of the MSE loss overlapped with the general loss.
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Table 2: List of hyperparameters

Model parameters U-Net patchGan

Encoder Decoder

Learning rate 0.0002 0.0002 0.0002
Momentum 0.5 0.5 0.5
Learning rate decay 0.999 0.999 0.999
Layers 8 8 6

Convolution kernel size [4, 4, 1, 64] [4, 4, 512, 512] [3, 3, 3, 64]
[4, 4, 64, 128] [4, 4, 1024, 512] [3, 3, 64, 128]
[4, 4, 128, 256] [4, 4, 1024, 512] [3, 3, 128, 256]
[4, 4, 256, 512] [4, 4, 1024, 512] [3, 3, 256, 512]
[4, 4, 512, 512] [4, 4, 1024, 512] [3, 3, 512, 64]
[4, 4, 512, 512] [4, 4, 512, 128] [3, 3, 128, 3]
[4, 4, 512, 512] [4, 4, 256, 64] –
[4, 4, 512, 512] [4, 4, 128, 3] –

Activation function LeakyReLU ReLU, Tanh LeakyReLU
Scaling factor 0.02
Learning rate policy Linear
Initialization method Normal
Epochs 200
Batch size 1
Loss function MSE + λLs (λ = 100)
Sample size 5000

Figure 12: Losses of Pix2Pi2
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3.2.4 The Influence of the Initial Target Images

The Pix2Pix model necessitates both an input image and an initial target image to produce an
output image, with a blank image often serving as the initial target. To explore the impact of this
initial target image, we examine four scenarios: i) using an image very close to the actual output
image, ii) using an image that is similar yet distinct from the actual output image (darker), iii) using a
monochrome blue image, and iv) using a blank image as the initial target. The outcomes, illustrated
in Fig. 13, highlight the discrepancies between the generated output images and the actual images,
presented as error images. As expected, scenario i yields the most accurate results. Conversely, scenario
ii produces the least accurate results, suggesting that selecting an initial target image that is similar
but not identical to the actual image can lead to poorer outcomes than even those achieved with
monochrome images as the initial target. Therefore, given that the actual images are largely unknown,
using a monochrome image as the initial target image becomes the most suitable choice.

Figure 13: Results of using different initial target images

4 Conclusion

Aiming at predicting the pore-pressure and temperature of fire-loaded concrete, a Pix2Pix network
is adopted and trained, which is widely used for image conversion and generation. The data-set,
which is open-sourced, was constructed by using our previously developed a coupled THC model.
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The Pix2Pix network structures of the generator and discriminator are designed, taking into account
various configurations of layers, activation functions, and loss functions. Through comparative
analysis using different methods against the results of the strong coupled THC model, this work
determined that the predictive error margin of our Pix2Pix model remains within acceptable limits.
Notably, in practical engineering applications where the initial objective function may be obscure, this
study indicates that the use of monochrome images as initial inputs can lead to predictions that more
closely mirror the desired values. Furthermore, the applicability and reliability of the Pix2Pix model in
concrete parameter prediction are verified. The methodologies and procedures developed in this work
offer engineers a rapid assessment tool for evaluating the risk of spalling in concrete structures within
a practical engineering context.
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Appendix. Control Equations of the Coupled THC Model

Heated concrete generally experiences thermal deformation, performance degradation and energy
and material transfer processes, which can be comprehendsively analyzed through thermo-mechanical
coupling (TM) and THC coupling models. For tunnel linings, THC model is necessary and sufficient.
Herein, we show the control equations of the coupled THC model to indicate their complexity, the
denotations of the symbols and the detailed deductions can be found in [5,15]. The control equations
are built by mass and energy conservation with capillary pressure pc, gas pressure pg and temperature
T as unknowns:

Mass-balance equation for the water phase:

n (ρw − ρgw)
DsSw

Dt
+ n (1 − Sw)

Dsρgw

Dt
+ nSw

Dsρw

Dt

− (1 − n) βs [ρgw + (ρw − ρgw) Sw]
DsT
Dt

− div
(
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grad ρg

)
− div
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ρw kkrw
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grad ρw
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ρg MaMw
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g

Deff grad
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)]

+ (1 − n) [ρgw (1 − Sw) + ρwSw]
ρs

∂ρs

∂ξ

Dsξ

Dt

+ [ρgw (1 − Sw) + ρwSw]
ṁdehydr

ρs
− ṁdehydr = 0. (10)

Mass-balance equation for the dry-air phase:

− nρga DsSw

Dt
+ n (1 − Sw)

Dsρga

Dt
− ρga (1 − n) (1 − Sw) βs

DsT
Dt

− div
(

ρga kkrg

ηg
grad ρg

)
− div

[
ρg MaMw

M2
g

Deff grad
(

ρga

ρg

)]

+ (1 − n) ρga (1 − Sw)

ρs

∂ρs

∂ξ

Dsξ

Dt
+ ρga (1 − Sw)
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Energy-balance equation:(
ρcp

)
eff
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−
(

ρgcg
p
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grad ρg + ρwcw

p

kkrw

ηw
grad ρw
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ξ

= 0, (12)

in which ṁvap can be obtained by:

ṁvap = −nρw DsSw

Dt
− nSw

Dsρw

Dt
+ ρw (1 − n) Swβs

DsT
Dt

+ div
(
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In Eqs. (10)–(13), the definitions of the symbols can be found in [30].

The input parameters of the THC model involve material properties and fire loadings. As shown
in Table S1, we use grayscale images to represent 15 calculation parameters. The specific meaning and
range of the parameters can be found in our works [9]. It is worth noting that since explosive spalling
mostly occurs within 10 to 30 mins after the fire, only the temperature of heat source T∞ within the
first 30 mins is considered for analysis.

Table S1: The input parameters and their ranges

Input parameters Unit Range

1 Initial porosity n0 (−) 0.55–0.2
2 Intrinsic permeability at 238.5°C kint,r (m2) 7.457 × 10−17–1.335 × 10−15

3 Temperature rise growth coefficient bk (°C−1) 3.807 × 10−3–1.075 × 10−2

4 Water/cement ratio WCR (−) 0.3–0.7
5 Concrete density ρs

0 (kg·m−3) 2000–2500
6 Specific heat cp,0 (J·kg−1·K−1) 800–1200
7 Thermal conductivity λs

0 (J·s−1·m−1·K−1) 1.2–2.5
8 Initial saturation degree Sw,0 (−) 0.1–0.95
9 T∞ at 1 min after fire (°C) 296–877
10 T∞ at 2 min after fire (°C) 445–996
11 T∞ at 4 min after fire (°C) 544–1087
12 T∞ at 6 min after fire (°C) 603–1152
13 T∞ at 8 min after fire (°C) 645–1191
14 T∞ at 15 min after fire (°C) 739–1266
15 T∞ at 30 min after fire (°C) 841–1300
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