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ABSTRACT

The motivation for this study is that the quality of deep fakes is constantly improving, which leads to the need
to develop new methods for their detection. The proposed Customized Convolutional Neural Network method
involves extracting structured data from video frames using facial landmark detection, which is then used as input
to the CNN. The customized Convolutional Neural Network method is the date augmented-based CNN model to
generate ‘fake data’ or ‘fake images’. This study was carried out using Python and its libraries. We used 242 films from
the dataset gathered by the Deep Fake Detection Challenge, of which 199 were made up and the remaining 53 were
real. Ten seconds were allotted for each video. There were 318 videos used in all, 199 of which were fake and 119 of
which were real. Our proposed method achieved a testing accuracy of 91.47%, loss of 0.342, and AUC score of 0.92,
outperforming two alternative approaches, CNN and MLP-CNN. Furthermore, our method succeeded in greater
accuracy than contemporary models such as XceptionNet, Meso-4, EfficientNet-BO, MesoInception-4, VGG-16,
and DST-Net. The novelty of this investigation is the development of a new Convolutional Neural Network (CNN)
learning model that can accurately detect deep fake face photos.
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1 Introduction

The ease with which modern technology can be acquired has led to the widespread dissemination
of deep fake films on social media platforms [1]. An instance of a deep fake can be observed when
an image or video substitutes the image of the subject with that of another individual. Deep fake
technology has been used for disseminating false information by politicians [2–6]. As a result, deep
fakes may have a severe impact on our society and spread false information, especially on social media
[7,8]. Fake news can be used to distribute misleading information or completely distort legitimate news
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stories [9,10]. There are many instances of false news. According to Alcott et al. [11], during the 2016
US presidential election, the movement of Clinton supporters was impacted by the dynamics of top
false news spreaders. Meanwhile, the movement of Trump supporters was influenced by the typical
centre- and left-leaning news broadcast by top influencers. Additionally, it was reported that fake news
about the Brexit vote in the United Kingdom was used to manipulate public opinion [12,13]. Deep fake
technology is primarily based on machine learning neural networks and is particularly associated with
the creation of fake images, videos, and audio using Generative Adversarial Networks [14]. Deep fake,
however, is routinely used to produce electronic evidence and false news, misleading the public and
upsetting the social order.

Deep fakes [15] can produce false pictures and films that are challenging to spot with the naked
eye, causing societal unrest [16]. Deep fake videos [17] have had a significantly larger impact than
was initially anticipated. While the technology is safe for leisure use, there is a risk that it may be
used for political or criminal purposes, which could have serious consequences [16,18–20]. The use of
various neural network designs by academics to distinguish between fake and authentic films is not
yet widespread. Deep fake video forensics research is typically still in its early stages. Deep learning
has shown to be a potent and useful approach in many fields [16–23].

Problem Statement. Facial recognition is a challenging task in image processing, as it presents
numerous obstacles to the development of accurate algorithms for identifying faces. The first problem
that has to be solved is face detection. There are two main challenges associated with face detection
[24,25]. Face emotions and a variety of facial characteristics are present. Through facial expressions,
individuals convey their emotions and intentions. It is significant to remember that they may signif-
icantly alter an appearance. Many people have glasses, while others have a moustache or beard, and
yet others have scars from a previous existence. Face features are those characteristics.

The motivation for this study is that the quality of deep fakes is constantly improving, which leads
to the need to develop new methods for their detection. The process of detecting deep fakes involves
the use of two primary types of classifiers: Deep classifiers and shallow classifiers. Shallow classifiers
can accurately differentiate between counterfeit and legitimate images and films by identifying the
anomalies in their characteristics. For example, other attributes such as the reflections in the eyes might
potentially be overlooked. The teeth may also exhibit analogous variances that might be employed
comparably. This study suggests deploying specialised Convolutional Neural Networks [26,27] that
utilise a Deep Learning approach to identify counterfeit films. The main accomplishment of this
research is the creation of an innovative Convolutional Neural Network (CNN) learning model that
exhibits outstanding precision in identifying altered facial images generally known as deep fakes.

1.1 Literature Review

Mukta et al. [28] conducted a comprehensive literature analysis and assessed the efficacy of
current deep fake detection techniques. The authors classified the models into two distinct groups:
(1) traditional models that utilise machine learning and (2) models that are founded on deep learning.
Deep learning models may be classified into three categories: Convolutional neural networks (CNNs),
recurrent neural networks (RNNs), and transformer-based models.

Contemporary machine-learning methods are essential for comprehending the fundamental
reasoning behind any activity that may be understood from a human perspective [29–31]. These
methodologies provide enhanced command over data and activities, rendering them very appropriate
for deepfake applications. Furthermore, it is much more straightforward to alter the structure and
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hyperparameters of the model. A decision tree functions as a visual depiction of the decision-
making process in several machine-learning approaches, including decision trees, random forests, and
other tree-based methodologies. Therefore, the tree-based technique has no difficulties in terms of
interpretability. Several studies employ support vector machines, logistic regression, KNN classifiers,
as well as alternative boosting models like XGBoost and ADABoost to detect deepfakes. Deep learning
methods are widely employed in computer vision because they can quickly identify and extract features
from input data through feature selection and extraction [32].

CNN is a well-known and highly regarded deep-learning model. The approach is widely acknowl-
edged and employs pre-trained convolutional neural network (CNN) models to directly extract
distinguishing information from each frame of the sequences. The researchers conducting deepfake
detection studies use many Convolutional Neural Network (CNN) approaches [33]. The Recurrent
Neural Network (RNN) is a prevalent model in the realm of deep learning that is employed to
handle sequential input. Several recurrent neural network (RNN) models have been discovered to
generate and detect deepfake pictures and videos. Transformer models, including EfficientNet+ViT,
M2TR, CViT, ViT, ViT+Distillation, and Video Transformer, play a vital role in the advancement and
identification of deepfake technology.

In the study, a unique deep fake detection method is proposed that uses unsupervised contrastive
learning [34]. The authors create two distinct copies of a picture and feed them into an encoder and
a projection head. CNN facial recognition models are used in previous articles [35,36] to differentiate
between real and fake photos of humans.

DeepfakeStack, a deep ensemble learning approach, was developed by Rana et al. [26] to address
the problems raised by Deep Fake Multimedia. This method integrates multiple cutting-edge deep
learning-based classification models to improve composite classifiers. A real-time deep fake detector
can be created with this approach.

The study conducted by Suratkar et al. [37] presents a method for detecting deep fake videos
using the Convolutional Neural Network (CNN) architecture and transfer learning mechanism. The
proposed method in the article [38] utilises residual noise, defined as the disparity between the original
image and its denoised counterpart, to execute the recommended strategy. The study investigates
Xception and MobileNet as two approaches for classification tasks, commonly used for detecting
deepfake movies. The user’s input is “ [23].” Eight deep fake video classification models were trained,
tested, and evaluated utilising four methods for producing misleading videos and two advanced neural
networks. Subsequently, the models were interconnected and assessed. Every model demonstrated
accurate classification performance when evaluated on the specific dataset used during its creation.
This study employs four distinct datasets generated by different deep fake technologies to train and
evaluate the Face Forensics++ technique. The findings indicate that the precision of the method ranges
from 91 to 98 per cent across all datasets, contingent upon the specific deep fake technology employed.

Current international events are predominantly accessed through social media platforms. Fre-
quently, erroneous information emerges and disseminates on social media platforms. Moreover, it
exerts a detrimental influence on the stability of society. Several studies employing diverse methodolo-
gies have established efficient frameworks for identifying fraudulent news on social media platforms.
Nevertheless, there are some limitations and deficiencies. Moreover, due to its significant significance,
it was discovered that the accuracy of the detection models was inadequate. While several review
studies have analysed the impacts of fake news, most of them have focused on particular and recurring
attributes of algorithms used to detect false information. The predominant focus of research in this
field has primarily been on the categorization of the datasets, features, and classifiers employed. The
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study did not investigate the constraints of the dataset, its attributes, how these attributes are included,
and the influence of these factors on detection models, particularly because most detection models
employed a supervised learning approach. This review study analyses current research and explores
the challenges encountered by algorithms developed to identify fake news, as well as their implications
on their efficacy [39].

1.2 Problem Statement

This study aims to create a novel Convolutional Neural Network (CNN) learning model that can
precisely identify deep fake face images. The suggested approach entails the extraction of structured
data from video frames through the utilisation of facial landmark detection. The gathered data is
subsequently utilised as input for the Convolutional Neural Network (CNN). Automated feature
extraction involves feeding video image frames directly into a Convolutional Neural Network (CNN).
The resulting output is then linked to both an activation layer and a dense neural layer to produce the
final result. The primary aims of this inquiry are as follows:

1. To apply CNN deep learning approaches to detect deep fake face photos with high accuracy.
2. To utilize the facial landmark predictor model to identify all facial characteristics, such as the

eyes, mouth, and nose, to improve the accuracy of detection.
3. To develop a universal frame model that can more accurately identify deep fake faces, taking

into consideration the many facial expressions that may be present.
4. To compare the performance of three different approaches for deep fake detection.

2 Methodology

This study was carried out using Python and its libraries. For testing purposes, the batch size was
set to 32 and the starting learning rate at 0.0001. After 40 epochs, this procedure was terminated.
Convergence in CNN training was used to choose this maximum value. The success of the study’s
designs is quantitatively examined using the metrics of accuracy, loss, and ROC AUC.

Below, the information about the Software and Hardware configuration testing was added.

1) Software Configuration Testing involves thoroughly analysing the application under test (AUT)
concerning various operating system versions, software upgrades, and other pertinent aspects. This
test is arduous since it necessitates the installation and removal of many software programs that will
be utilised for testing objectives. An optimal strategy to optimise time is to utilise virtual machines
for software configuration testing. A virtual machine emulates real-world setups and provides a
comparable user experience to that of a physical computer.

2) Hardware Configuration Testing typically conducted in a laboratory environment, hardware
configuration testing involves a set of physical machines connected to various hardware components.

2.1 Data Description

We use 242 films from the dataset gathered by the Deep Fake Detection Challenge [37], of which
199 are made up and the remaining 53 are real. Ten seconds are allotted for each video. There were
318 videos used in all, 199 of which were fake and 119 of which were real.

The main goal of the Deepfake Detection Challenge Dataset is to assess the advancements
achieved in the realm of deepfake detection technologies. Facebook collaborated with prominent
business leaders and esteemed academic specialists to establish the Deepfake Detection Challenge
(DFDC) to expedite the advancement of cutting-edge methods for identifying deepfake videos.
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Facebook generated and distributed a distinctive dataset for the challenge, comprising over 100,000
clips. The DFDC has fostered collaboration among professionals from diverse international locations,
allowing them to assess and contrast their deepfake detection models, investigate novel methodologies,
and exchange specialised knowledge. The DFDC dataset comprises two variations: An initial dataset
featuring 5000 videos illustrating two face alteration algorithms, along with a research article; and a
comprehensive dataset containing 124,000 videos demonstrating eight facial modification techniques,
also accompanied by a research paper. Participants in a Kaggle competition utilised the entire dataset
to develop improved algorithms for identifying altered drugs. The dataset was generated by Facebook,
employing remunerated performers who consented to the use and alteration of their appearances for
the development of the dataset.

Fig. 1 displays several examples of both phoney and real photographs [40].

Figure 1: Sample images

Evaluating our machine learning algorithm is an essential part of this study. We used statistical
values described by Zheng et al. [41].

Classification Accuracy. Most frequently, when talking about “accuracy,” categorization accuracy
is meant. The ratio of accurate predictions to the total number of input samples is a good indicator of
accuracy.

Accuracy = Number of correct predictions
Total number of predictions made

(1)

Taking into account the following description, 98 per cent of the samples in our training set
originate from class A, while the remaining 2 per cent come from class B.
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Logarithmic Loss (LL). The use of logarithmic loss, commonly referred to as log loss, is applied to
rectify erroneous categorizations in data. It greatly enhances the process of classifying many categories
[42]. The calculation of LL is calculated by the following formula, where N is the number of instances
that fall into M classes:

LL = −1
N

ΣΣYij · (logPij) (2)

where pij is the likelihood that sample i belongs to class j; LL has no upper bound and occurs in the
interval [0, ∞); Yij displays whether or not sample i belongs to class j.

Whereas LL that is further from 0 indicates less accuracy, log loss that is closer to 0 shows more
accuracy. In general, better categorization is obtained by lowering LL.

Confusion Matrix. As the name suggests, this produces a matrix as output that enumerates the
overall effectiveness of the model (Fig. 2).

Figure 2: Confusion matrix

Averaging across the “main diagonal”, which is effectively the whole matrix, can be used to gauge
accuracy.

Accuracy = True Positive + True Negative
Total Sample

(3)

By accurately forecasting the outcomes for each training sample in class A, our model has the
potential to attain a training accuracy of 98 per cent. By employing a sample collection consisting
of 60% samples from class A and 40% samples from class B, it is feasible to achieve a test accuracy
of 60%. Evaluating the accuracy of categorization might create the impression that we have attained
substantial levels of precision.

Area Under Curve. To calculate AUC, understanding a few key concepts is necessary. Sensitivity
for True Positive Rate: Calculating TPR is done by dividing TP by (FN+TP).

Sensitivity = True Positive
False Negative + True Positive

(4)

True Negative Rate: TNR is determined using the following formula: TN/(FP+TN). To put it
another way, the FPR is the proportion of negative data values that are correctly identified as such.

Specifity = True Negative
True Negative + False Negative

(5)
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False Positive Rate: The formula for FPR is FP/(FP+TN). FPR is a proportion of negative data
points that are incorrectly classified as positive in the context of all negative data points.

FPR = False Positive
True Negative + False Positive

(6)

3 Results

The steps of the suggested system are shown in Fig. 3.

Figure 3: Flowchart of the proposed model

Individual picture frames can be recovered from video once it is initially provided as input. A facial
landmarks detector may be used to locate the lips, nose, and eyes of a person. Using this information,
it is possible to infer eye blinks and other facial characteristics. It is required to perform some sort of
preprocessing before feeding the model with this input. Pre-processing, however, changes the images
into their numerical form. In the first, it resizes the input image frames to 224 by 224 and crops the
facial region of interest. It is important to ensure that every image is in the RGB channel. By applying
this specialized deep learning method based on the CNN model, the classification step can determine
if a particular video is a deep fake or not.

Frame Extraction and Facial Landmarks Detection involve separating a movie into discrete pictures
and producing image frames. By separating a movie into discrete pictures, image frames are produced.
This movie consists of 3735 frames in total. Each picture shows the same face. The face area is used
to get the x, and y locations of 68 facial landmarks. A trained face landmark detector is present in the
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specified digital library. To detect a face in a picture, 68 facial landmarks are first identified using the
digital library.

Study of Temporal Facial Features. Preventing deep fakes from being compromised by unnatural
eye blinking is a challenge. This phase involves capturing the subject’s blinking pattern. The blink
detector receives eye coordinates as input, which are obtained from the landmarks on the face. The
aspect ratio of the eye is used to determine if someone is blinking (EAR). Six alternative landmark
placements may be used to symbolize each eye independently. The eye is represented by six (x, y)
coordinates, clockwise from the left corner (p1) of the image (p2, p3, p4, p5, p6):

EAR = ‖pp2 − pp6‖ + ‖pp3 − pp5‖
2‖pp1 + pp4‖ (7)

The sign ||p2-p6|| indicates how far apart the points p2 and p6 are from one another. When the
eye is open, the ear maintains a consistent level, but when the eye is closed, it decreases to zero. The
facial landmarks detector may be utilised to extract certain facial characteristics, such as the precise
coordinates of the eyes, nose, and mouth. Deepfake movies commonly utilise the face manipulation
approach to generate a diverse range of eye shapes. These shapes are determined by examining the
extracted characteristics from the generated eyes. Our research indicates that the physical structure of
a person’s eyes remains surprisingly consistent in a genuine movie. Regardless of any manipulation of
the tape to create a deceptive impression, this was never the true situation. Furthermore, the oral area
is the primary site for the majority of facial abnormalities, such as facial malformations. As a result of
significant and inaccurate alterations, there are several discrepancies in lip forms. To train our classifier,
we want to utilise the disparities in face attributes between frames. The eye coordinates obtained from
facial markers are utilised as input to ascertain the eye shape using an eye shape detector. The eye shape
detector utilises an eye form detector to calculate the Euclidean distance (d1) between the endpoints
of the left eye and the Euclidean distance (d2) between the endpoints of the right eye. The Lip form
detector utilises the lip coordinates (points 49–68) acquired from face landmarks. The length of the
inner lips (d3) is dictated by the coordinates of d1, which correspond to a specific location on the
inner lips. Similarly, the Euclidean distance between the coordinates of the outer lip may be employed
to ascertain the length of the outer lips (d4). The Nose Shape detector utilises the facial landmark data
it gathers to accurately ascertain the precise configuration of the nose. The base width of the nose is
dictated by the distance (d5) between its two edges. The distance is utilised to calculate the elevation
of the nose at its maximum point (d6). Therefore, the measurements of facial features, such as the
distances between the eyes (d1, d2), the positions of the inner and outer lips (d3, d4), and the upper
and lower parts of the nose (d3, d4), were acquired (d5, d6).

Data Preparation. Preprocessing allows for the removal of unwanted artefacts and the enhance-
ment of essential features crucial to the application under development. Some of these elements could
change based on the application. To account for variations in photo size when acquiring images from
cameras for use in our AI algorithms, we define a baseline size for all images.

The Region of Interest (ROI) is automatically recognized in pictures using computer vision in
Face Crop. Next, a rectangular crop is used, concentrating on either the biggest face or all of its faces.
Even if the image is scaled up or down, DNNs can detect faces at a resolution of 300 × 300 pixels. By
“cropping” a photo, we imply selecting and erasing the ROI (region of interest) from the image. The
face of a picture might need to be cut off for a face-detection program. When cropping a picture, the
attempt is to remove any elements that are unrelated to the subject at hand. This step is also known as
selecting an area of interest, or ROI.



CMC, 2024, vol.79, no.2 2003

Image Resizes. Resizing works best when used to lower the size of the photo to fit a specific
dimension or to minimize the file size. In this instance, we reduced the photographs’ resolution to
224 × 224 pixels.

Training, Validation, and Testing Data Split. This dataset consisted of several subsets that had
been intentionally created for training, validation, and testing. The database was divided into three
segments: 60% of the data was assigned for training, 20% for validation, and another 20% for testing.
The collection comprised 2399, 750, and 600 images. The proportion of genuine and fraudulent films
remained constant across all categories. The validation approach was utilised to ascertain the most
optimal design for the Convolutional Neural Network (CNN) in this methodology. The validation set
was employed to choose the optimal architecture for training the model, while the training and test
sets were merged to evaluate the model’s performance post-training.

Convolutional Neural Network (Customized). The motivation for creating of Customized Convo-
lutional Neural Network method is to improve the quality of deep fake determination. A convolutional
neural network [43,44] is a DNN [45] that is widely used to recognize patterns in images. Also, for
uniformity and faster processing, each image is reduced in size to fit inside the 220 px by 3 px
boundaries. Some details on the visual frames are sent to CNN. In order to enhance the network’s
ability to recognise unique features, input parameters of 32, 64, and 128 filters of progressively bigger
sizes are utilised. The model is constructed using a modified Convolutional Neural Network (CNN)
architecture. The model consists of 40 epochs and includes layers such as Conv2D, ReLU, Batch
Normalisation, MaxPooling2D, and a densely connected layer. Ultimately, we apply a substantial
coating on top of the first layer, followed by the suitable layers for Batch Normalisation and Dropout.
To assess the influence of adjacent pixels, we employ a filter. As expected, we generate a filter with the
size supplied by the user (a suggested standard is 33 or 55) and then position it diagonally from the
upper left corner to the lower right corner of the image. Every pixel in the image has a value thanks
to a convolutional filter. Each filter generates a feature map once it has passed over the image. In
other words, the proposed Customized Convolutional Neural Network method involves extracting
structured data from video frames using facial landmark detection, which is then used as input to the
CNN. Customized Convolutional Neural Network method is the date augmented-based CNN model
to generate ‘fake data’ or ‘fake images’.

The image is subjected to several filters using a convolutional layer to extract various kinds of
information. It is simpler to compute and gives sparsity with ReLU [46]. The three types of layers to
consider while creating a CNN are convolutional, pooling, and fully connected layers/dense layers.
Each of these levels uses the provided data in a certain way and contains several variables that may be
changed.

Convolution Layers. Convolution Layers are the filtering layers in which extra feature maps are
used or the original image is filtered. The great bulk of the user-defined parameters for the network
are located here. The most popular type of convolution is 2D, and it is frequently referred to as conv2D.
A filter or kernel multiplies two-dimensional input data elementwise in a conv2D layer. Consequently,
every piece of information will be accommodated within a solitary display pixel. Each time the kernel
traverses a site, it performs a consistent operation, transforming a 2D feature matrix into another 2D
feature matrix.

Pooling Layers. Max-pooling involves selecting the highest value within the filter zone, whereas
average pooling involves choosing the mean value within the filter region. They are commonly
employed to minimise the network’s size.



2004 CMC, 2024, vol.79, no.2

Dropout Layers. Dropout is commonly used to fully link layers since they have a large number of
parameters, which raises the possibility of excessive co-adaptation and overfitting. Both pooling layers
and convolutional layers, such as Conv2D, can be utilised either before or after dropout. Dropout is
commonly implemented after the pooling layers, based on a fundamental heuristic. However, there
may be some cases where this rule does not apply. Dropout may be implemented on any specific cell
or element inside a feature map.

Fully Connected Layers/Dense Layers. Prior to CNN’s classification output, fully connected layers
(FCLs) are integrated. Moreover, they are employed to standardise findings before categorization. It
has a resemblance to the output layer of a Multilayer Perceptron (MLP).

The suggested algorithm’s flowchart is displayed in Fig. 4 below.

The algorithm depicted in Fig. 4 comprises the following steps: Obtaining a video dataset as
input, extracting frames from the video, identifying facial features using a landmark prediction model,
preprocessing the frames, partitioning the data into three segments, configuring parameters, employing
a customised CNN model by incorporating additional layers from training, conducting testing on an
independent test set, computing performance metrics, and determining the classification outcomes as
either counterfeit or genuine.

A comparative examination of Multilayer Perceptron (MLP) and Convolutional Neural Net-
work (CNN) models was conducted. The Multilayer Perceptron (MLP) is a neural network model
commonly employed in computer vision tasks. However, Convolutional Neural Networks (CNN)
have surpassed it in terms of performance in this field. The Multilayer Perceptron (MLP) is deemed
unsuitable for modern sophisticated computer vision applications because of its dependence on
completely linked layers, wherein each perceptron forms links with every other perceptron. An
important constraint is that the overall number of parameters might significantly increase as a result
of the multiplication of the number of perceptrons in layer 1 with the number of parameters in
layer 2, and further amplified by the number of parameters in layer 3, and so forth. The presence
of significant redundancy in dimensions makes this technique inefficient. Furthermore, it fails to
incorporate geographical data. The inputs need to be converted into flattened vectors. An MLP with
a constrained number of layers (2–3) has the potential to attain a significant level of precision when
trained on the MNIST dataset. A Convolutional Neural Network (CNN) is the dominant and most
preferred approach for solving computer vision issues. It has consistently outperformed rival methods
in several ImageNet contests. The technique applies each filter on the whole image in a systematic
manner, using preset dimensions and strides. This allows the filter to precisely detect and align patterns
at any position within the image. The weights are often small in magnitude and distributed, leading to
less resource usage and a streamlined training process compared to MLP, hence improving efficiency.
In addition, CNN designs include the potential to handle networks with a larger number of layers. The
layers exhibit a fragmented kind of connection rather than a full form of connectivity. Both matrices
and vectors can be used as input. The layers exhibit a restricted or partial degree of interconnectedness,
in contrast to total connection. There is no correlation between all nodes.

This research can discern whether a video is a deep fake or not. A deep fake may employ a
voiceover or a face swap (or both). The labels “FAKE” or “REAL” in the label column in training
data serve as indicators. The likelihood that the video is fake has been forecasted here (Fig. 5).

The y-axis displays total numbers, while the x-axis displays video class. In this story, there are two
types of videos: Real and fake, denoted by the numbers 0 and 1. It can be seen from this graph that
there are about equal numbers of counts for both classifications. In particular, the number of REAL
values is 1854, and the number of FALSE values is 1881.
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Figure 4: Flowchart of the proposed algorithm
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Figure 5: Distribution of the dataset for the compilation of deep fake videos

Fig. 6 shows the confusion matrix for test data.

Figure 6: Confusion matrix, without normalization

If we confront a binary classification issue involving numerous instances categorized into two
groups, fake and real, and we perform 600 model evaluations, the ensuing results are as follows. The
four keywords are TP – 261; TN – 290; FP – 2; and FN – 47.

The comparison line graph in Fig. 7 shows how the three approaches’ training and validation loss
values differ from one another.

Figure 7: Training loss and validation loss comparison
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Analyzing the data shown in Fig. 7, we can conclude that different models are characterized by
different Loss values. The Loss values for the MLP-CNN model are training –0.1948 and validation
−0.4383; CNN training −2.2433 and validation −2.281; Proposed training −0.1003 and validation
−0.342.

The comparative bar graph for accuracy and AUC Score between the three approaches is shown
in Fig. 8.

Figure 8: Training accuracy, validation accuracy and AUC Score comparison

The comparison graph illustrates that the training and validation accuracy of the Convolutional
Neural Network (CNN) exhibit a high degree of similarity. The recommended Customized CNN
beats these two methods in terms of training and validation data accuracy, but MLP-CNN generated
favourable classification results. The contrasted line graph demonstrates that the MLP-AUC CNN’s
score of 0.87 is higher than CNN alone’s AUC score of 0.83, another popular method. As we can see,
MLP-CNN outperformed not only in terms of AUC score value but also outperformed the suggested
Customized CNN, which had an AUC score of 0.92.

4 Discussion

Our proposed method outperformed two alternative approaches, CNN and MLP-CNN. Various
techniques for identifying video deep fakes have been explored, with some focusing on manually
crafted features [47] and others on physiological [48], among other approaches. For example, authors
[47] introduced a non-pixel-based approach where feature vectors were generated using data extracted
from the films’ stream descriptors. Following that, the ensemble of SVM and random forest classifiers
was trained using those feature vectors. On the Media Forensics Challenge (MFC) dataset, an AUC
score of 98.4% was attained. Despite its strong performance, this strategy [47] cannot defend against
video re-encoding assaults. The authors described a technique for locating the deepfake films using
biological traits such as heart rate estimates [49]. Similar physiological parameters based on rPPG were
employed by Qi et al. [50] and Fernandes et al. [51] to distinguish between authentic and false films.

Scientists suggest utilising deep neural networks to develop algorithms with the ability to detect
deepfake videos, aiming to combat the possible misuse of these manipulated films. The researchers
[52] proposed a framework that utilises the XceptionNet architecture and Bidirectional LSTM.
The temporal sequence was assessed using Bidirectional LSTM, while the facial characteristics
were extracted using XceptionNet. The model underwent training using a combination of the KL
divergence and Cross Entropy loss functions to distinguish between genuine and fraudulent video
characteristics. Similar to de Lima et al. [53], the temporal sequence descriptors were obtained from
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the LSTM utilizing face characteristics that were collected from video frames using VGG-11. While
it was computationally difficult, the technique [53] produced respectable detection accuracy on the
Celeb-DF dataset.

In their study, Wang et al. [4] presented a distinctive model for complicated picture retrieval that
is influenced by visual saliency. Firstly, the Itti visual saliency model is introduced. The composite
saliency map in this model is formed by merging the direction, intensity, and colour saliency maps.
The authors then proposed the concept of a multi-feature fusion paradigm to enhance the accuracy of
visual pattern descriptions. To address the intricate nature of the image, the authors proposed a dual
approach: (1) Assessing complexity by taking into account cognitive load; and (2) Classifying levels of
cognitive complexity. Integrating the group sparse logistic regression model is crucial for the successful
implementation of the photo retrieval system.

The researchers Yu et al. [54] presented a novel encryption method that utilises quaternion
Fresnel transforms (QFST), computer-generated holograms, and the two-dimensional (2D) Logistic-
adjusted-Sine map (LASM). Two instances of the quaternion Fresnel transform (QFST) are devised to
efficiently handle the four images, and a corresponding computing technique for a quaternion matrix is
created. The initial processing of the first four pictures, which are encoded using quaternion algebra, is
collectively conducted in a vectorized manner using QFST. The initial complex amplitude is encoded
via the Fresnel transform through the use of two separate virtual and independent random phase
masks (RPM).

An image retrieval system employing semantic analysis is presented to enhance precision. This
method combines a pre-existing C-Tree with a neighbouring graph called Graph-CTree [55]. The k-
NN algorithm is employed to categorise a cluster of analogous photographs gathered using Graph-
CTree to generate a collection of visual descriptors. An image ontology framework is constructed using
a somewhat automated approach. The procedure entails the automated development of SPARQL
queries by using visual keywords and extracting them from ontologies. These queries are subsequently
employed to articulate the semantic data encapsulated inside pictures. The investigation utilised many
photo datasets including COREL, WANG, ImageCLEF, and Stanford Dogs. The accuracy values
derived from each dataset were 0.888473, 0.766473, 0.839814, and 0.826416, respectively.

We conducted a comparative study between our model and the most advanced existing methods to
evaluate and measure the effectiveness of the suggested strategy. We performed a meticulous compar-
ison between our technique and the methodologies outlined by Khalid et al. [56] and Ilyas et al. [57].
The level of accuracy of both the recommended and current models is presented in Table 1.

Table 1: Comparison with existing models

Model Accuracy, %

XceptionNet 73.06
Meso-4 43.15
EfficientNet-BO 59.64
MesoLnception-4 77.88
VGG-16 81.03
DST-Net 90.94
Proposed 91.47
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It can be seen that such models as XceptionNet, Meso-4, EfficientNet-BO, MesoLnception-4,
VGG-16, and DST-Net have an accuracy of 43.15–90.94%. By achieving the greatest accuracy of
91.47%, the suggested strategy beats the current state-of-the-art models. The DST-Net outperformed
the Meso-4 model in the video-only modality, which had the lowest accuracy overall.

In addition, our findings may be systematically compared to the data obtained by other
researchers, as carefully evaluated in the study conducted by Hamed et al. [39]. Fig. 9 illustrates the
relationship between the amount of research performed on the development of methods for identifying
deepfakes and the accuracy of these methods.

Figure 9: The ratio of the number

Based on our analysis of the data shown in Fig. 9 and our study findings, we assert with confidence
that our results are among the most exceptional studies in the realm of devising techniques for detecting
deepfakes. Based on the study and its findings, it can be inferred that more enhancements are needed to
increase the accuracy of the results. The effectiveness and accuracy of our algorithms in detecting false
news are influenced by many obstacles and limitations. The discussed topics encompass the datasets
employed, concerns regarding overfitting and underfitting, incorporation of image-based features,
representation of feature vectors, utilisation of machine learning models, and data fusion.

Consistent with the findings of Mukta et al. [28], we affirm that the progress in deepfake
technology has underscored the need for stronger detection methods to tackle the weaknesses in
current face-forensic technologies. The integration of forgery localization and deepfake detection tasks
in multitask learning has demonstrated an improvement in detection accuracy. Another noteworthy
field of study is on enhancing deepfake-generation algorithms to create more authentic videos with a
restricted amount of source material. It is essential to address and minimize the risks associated with
deepfakes in order to effectively identify them.

The effectiveness and accuracy of our algorithms in detecting false news are influenced by many
obstacles and limitations. The variables include the choice of datasets, issues with overfitting and
underfitting, the use of image-based features, the encoding of feature vectors, reliance on machine
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learning models, and the integration of data fusion techniques. Our suggested strategy may effectively
be employed on social media platforms to counteract the dissemination of counterfeit films in real-life
situations.

5 Conclusion

In this study, we proposed a novel method for detecting deepfake videos produced by AI.

Our main contribution to science and development is to perform a literature review and pose
problems. In addition, an original research structure was developed. Individual frames of an image can
be reconstructed from a video if it is initially provided as input. A facial landmark detector can be used
to determine the location of a person’s lips, nose, and eyes. This data can be utilized to infer various
facial expressions and characteristics, including eye blinks. Before providing this input to the model,
preliminary preprocessing is required. In the first case, it resizes the input image frames to 224 by 224
and crops the facial region of interest. It is important to ensure that each image is in the RGB channel.
By applying this specialized deep learning method based on the CNN model, the classification step
can determine whether a particular video is fake or not. Finally, an original algorithm for identifying
deep fakes of images in video collections was developed. The proposed algorithm consists of the
following steps: Receiving a collection of video data, extracting individual frames from the video,
identifying facial features using a landmark prediction model, performing initial processing on the
frames, dividing the data into three sections, adjusting hyperparameters, employing a customised CNN
model with extra training layers, conducting testing on a separate test set, computing performance
metrics, and classifying the outcomes as either fake or real. The proposed approach exhibited a testing
accuracy of 91.47%, a loss of 0.342, and an AUC score of 0.92. It surpassed two other methods, CNN
and MLP-CNN, in terms of performance. Furthermore, our method achieved greater accuracy than
contemporary models such as XceptionNet, Meso-4, EfficientNet-BO, MesoInception-4, VGG-16,
and DST-Net.

The developed method can be used to determine ‘deep fake’ or ‘deep images’ in the different types
of images, including social media services. Our results should influence the research of other scientists
in the field of detecting ‘deep fakes’ or ‘deep images’. However, future research should focus on
increasing the diversity of persons who can be consistently recognized by the algorithm, such as people
of colour. Additionally, combining more spatial and temporal facial data could further improve the
algorithm’s accuracy. To enhance the resilience of our suggested approach against malicious attacks,
further investigation is needed to explore the use of Generative Adversarial Networks (GANs) for
generating more authentic counterfeit films that may be employed for testing purposes.

The efficacy and accuracy of our models in detecting fake news are influenced by various
challenges and limitations, including the datasets used, concerns about overfitting and underfitting,
image-based attributes, the encoding of feature vectors, machine learning models, and data fusion.
Our suggested approach is effective in combating the dissemination of counterfeit films, especially on
social media platforms.
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