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ABSTRACT

In the coal mining industry, the gangue separation phase imposes a key challenge due to the high visual similarity
between coal and gangue. Recently, separation methods have become more intelligent and efficient, using new
technologies and applying different features for recognition. One such method exploits the difference in substance
density, leading to excellent coal/gangue recognition. Therefore, this study uses density differences to distinguish
coal from gangue by performing volume prediction on the samples. Our training samples maintain a record of
3-side images as input, volume, and weight as the ground truth for the classification. The prediction process relies
on a Convolutional neural network (CGVP-CNN) model that receives an input of a 3-side image and then extracts
the needed features to estimate an approximation for the volume. The classification was comparatively performed
via ten different classifiers, namely, K-Nearest Neighbors (KNN), Linear Support Vector Machines (Linear SVM),
Radial Basis Function (RBF) SVM, Gaussian Process, Decision Tree, Random Forest, Multi-Layer Perceptron
(MLP), Adaptive Boosting (AdaBosst), Naive Bayes, and Quadratic Discriminant Analysis (QDA). After several
experiments on testing and training data, results yield a classification accuracy of 100%, 92%, 95%, 96%, 100%,
100%, 100%, 96%, 81%, and 92%, respectively. The test reveals the best timing with KNN, which maintained an
accuracy level of 100%. Assessing the model generalization capability to new data is essential to ensure the efficiency
of the model, so by applying a cross-validation experiment, the model generalization was measured. The used
dataset was isolated based on the volume values to ensure the model generalization not only on new images of the
same volume but with a volume outside the trained range. Then, the predicted volume values were passed to the
classifiers group, where classification reported accuracy was found to be (100%, 100%, 100%, 98%, 88%, 87%, 100%,
87%, 97%, 100%), respectively. Although obtaining a classification with high accuracy is the main motive, this work
has a remarkable reduction in the data preprocessing time compared to related works. The CGVP-CNN model
managed to reduce the data preprocessing time of previous works to 0.017 s while maintaining high classification
accuracy using the estimated volume value.
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1 Introduction

Energy in our life is essential since most life aspects now run on energy, and coal is considered one
of the essential sources, which derives this importance as one of the oldest and most widely used energy
sources compared to other sources [1]. Although the coal mining industry is vital for economies, it
has a negative impact on the environment that comes from mining methods and technologies. The
production process goes through several steps; one is separating coal and gangue, which plays an
important role in improving production quality, saving energy, reducing consumption, and minimizing
environmental hazards [2–6]. Separation methods diversify from manual separation, which is time-
consuming and adversely impacts workers’ health, to mechanical processes that lead to environmental
hazards [2,7,8]. Through time, computer vision technologies and artificial intelligence (AI) methods
merged with the separation methods to gain the advantages of both manual and mechanical techniques
and reduce the disadvantages, forming a new separation technique [2,6].

Applying artificial intelligence and computer vision to the coal mining field greatly improved
production efficiency and production quality [5,6,9,10], providing useful equipment and tools that
proved the great benefits of using this technology [11]. In the matter of the coal gangue separation task,
several methods that utilize computer vision with different approaches of AI have been introduced
either by applying feature extraction to recognize the visual features of coal and gangue [7,9,10,12–
14] and performing the separation based on the differences on these features [2,15–19]. During
the development of coal and gangue separation systems, analyzing their characteristics has led to
various implementation directions. Few separation systems use image processing techniques to extract
geometric texture features from images to classify Coal/Gangue. References [7,19–21] or using a
neural network [13,22–27]. Progress has been made in this area through various efforts, and promising
outcomes exist. In the study of Li et al. [28], the Least-square support-vector machine (LS-SVM) was
utilized to classify coal/gangue in grayscale images and texture features where they used around 500
images of samples collected from two different mines. Their approach yielded a recognition accuracy
of around 98.7%, 96.6%, 98.6%, and 96.6%. Liu et al. [29] have developed an enhanced You Only
Look Once (YOLOv4) algorithm for coal gangue classification. Their experiment achieved a good
accuracy rate of approximately 94% and a recall rate of around 96%. Despite the high accuracy of these
approaches, many of these methods encounter significant challenges, including the resemblance in
visual appearance of the different classes, variations in source leading to the different visual appearance
of the same class samples, dust cover samples leading to misclassify, and fluctuations in the intensity of
light because of the harsh mining environment [2,30,31], all these factors reflect on the texture features
extraction make it difficult and unstable. In a study by Hu et al. [32], the impact of environmental
factors on the classification of coal and gangue in ordinary images was analyzed. They proposed
a classification method that uses multispectral imaging technology, which is less affected by those
factors. By combining a General Scaled SVM (GS-SVM) classifier with the Local Binary Pattern
(LBP) feature extraction, they achieved an accuracy of 96.25% (77/80). Other researchers have also
explored different approaches to eliminate the shortcomings of using the texture features that hinder
the classification, such as using heat and infrared (IR) imaging as the basis of computer vision,
resulting in promising outcomes [2,30]. Xu et al. [16] focused on the thermal emissions and behavior
of mineral coal gangues at varying temperatures and applied the test to two types of coal gangue. The
Kaolinite-Type and Illite-Type coal gangues were subjected to heating treatment and analyzed using
thermal analysis, infrared spectroscopy (IR), scanning electron microscopy (SEM), and X-ray diffrac-
tion (XRD). The experiment shows promising benefits of utilizing thermal emissions for separating
coal gangues. Furthermore, in the studies [2,30], experiments on using thermal imagining to trace the
differences between coal and gangue and to overcome the limitations due to the environmental factors
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and mining harsh conditions, Eshaq et al. [30] proposed utilization of the IR imaging and studied
the effect of heat emissions in coal gangue recognition by extracting specific features which pass into
SVM model to perform the classification, results came with 97.83% by using Gaussian-SVM. Later,
Alfarzaeai et al. [2] presented a convolutional neural network model called (CGR-CNN) that uses IR
imaging to perform feature extraction that leads to classification and reduces the consumed time by
the image processing steps; results came out with 97.75% accuracy. These studies clearly show that
thermal images provide immunity against challenges in the coal mining environment, such as lighting
intensity, visual appearance similarities, dusty environment, and source heterogeneity. However, using
thermal images requires a heating process, which is not always feasible except in a few industrial plants,
such as big steel factories and power stations [2,30].

So far, we have outlined the significance of the problem, the factors that make it essential, and
how those factors led to the development of new solutions that incorporated innovative elements,
resulting in a more precise and practical approach to resolving the problem. However, most of the old
methods relied on density differences as the basis for the classification. Density can be derived from the
volume and the weight of the objects, where, in this case, the weight is easy to measure in production
lines. Estimating the volume using computer vision is the main obstacle in this method. Although
other decisive factors can be utilized for the recognition of coal and gangue, the density factor could
be one of the most accurate factors in this matter, yet estimating objects’ volume using computer
vision is, to some extent, problematic. In the matter of estimating objects’ volume using computer
vision and AI methods, the shape of an object is an essential factor in determining the methods of
volume estimation, whereas in those with regular geometric shapes such as cubic, cylinder, or spherical,
the possibility of calculating the volume based on extracting the effective dimensions is high, several
works have been done mostly in the food industries where most of the products have regular shapes
making the volume estimation easier, such as Eggs [33], Abalone [34], Been seeds, Zlota Saxa seeds,
yellow Lupine seeds, Juno seeds [35], Cherry Tomatoes [36], and size of Ham [37], but the process
becomes more difficult with irregular shapes like the coal and gangue. Several attempts to utilize the
density factor with the coal gangue classification task have been made. Zhang et al. [18] proposed an
approach to classify coal and gangue by measuring their density using a device that employs a Laser
beam with a charge-coupled device camera (CCD-camera) to perform triangulation equations and
measure the volume and weight of the samples during their movement in the production line. The
experiment results show good abilities in identifying coal/gangue with a size larger than 10 cm3, with a
performance accuracy of around 60%. Wang et al. [17] once again used the triangulation method but
with a three-dimensional (3D) laser scanning technology to estimate the volume and with the weight
generated by Weight On Motion (WOM) technology density is driven to classify gangue and coal,
but no results were presented in their paper. Huang et al. [38] developed a volume prediction method
for coal/gangue particles, their method is based on the particles’ shape called the Shape Clustering
method, the method can automatically identify the coal/gangue particles and build volume models
that adapt with different particle shapes, but the method works in the particles level and not working
with big size ore shapes. Looking at the physical characters of the elements and pursuing the AI abilities
in estimating these characteristics, such as estimating the volume of objects, which open a promising
approach to achieving coal gangue classification, Alfarzaeai et al. [15] developed a method with the use
of computer vision to estimate coal gangue volume representation through the visual perception of the
objects, the experiment done to connect the weight of the sample with a value called Existence Mean
value (ExM) value that extracted from three surrounding images taken from three different directions
to the sample using image processing function, then based on these two values (sample weight, and
ExM) classification task was done using several classifiers to prove the ability and the high accuracy of
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classification was between 96% and 100% using several classifiers in training experiment and a cross-
validation experiment. Although this work provides a good attempt to utilize the density feature in
the coal gangue classification, it still has two major limitations. First, the use of image processing to
calculate the ExM and this process is considered time-consuming. Secondly, the ExM value is not
the actual volume value, and it only represents the visual presence of the sample in the images with
no relation to the actual volume provided in the dataset. This limits the use of this feature in other
applications, such as predicting production rates.

In light of the various methods that have been reviewed, this paper addressed the limitations
in [15] and presents a new convolutional neural network model called (CGVP-CNN) that makes
sample volume prediction using the 3-side images as input and the samples’ real volume as the
learning base which makes it more related to the real volume value compared to the ExM value, this
modification provides a faster technique that manages to reduce the execute time from 0.4 to 0.017 s,
with maintaining the accuracy of the classification in the same level with the results of the ExM value,
also the prediction error rate in the accepted rate to be used within the prediction of the production
rates. The rest of the paper comes in, Section 2, methodology and the development in this work are
discussed in more detail, 3-side images dataset description in 2.1, the classification stage described in
2.2, the (CGVP-CNN) model development in 2.3, Section 3 presents the experiment details starting
with the experiment platform in 3.1, 3-side images dataset prepration step for (CGVP-CNN) model
in 3.2, the evaluation metrics details in 3.3, training of the (CGVP-CNN) model in 3.4, testing the
predicted volume with the classifiers group in 3.5, study on the effect of light shadow in 3.6, the cross-
validation test in 3.7. Section 4 discusses the results and compares them with the related works and
also explains the prediction error effect on the classification results. Finally, Section 5 presents the
conclusion.

2 Recognition System Methodology and Development
2.1 Volume Prediction Methodology

Among the different factors that distinguish between coal and gangue density is the most accurate
factor due to the physical nature of the different densities where concentrated coal density is between
1.3–1.5 g/cm3, compared to the density of gangue which is between 1.7–1.9 g/cm3 [29], there is almost
0.4 g/cm3 difference in density which represents a good classification factor. The object density can
be defined as the ratio of its mass to volume and measures the amount of substance per unit volume,
Eq. (1) [7,15]:

p = mass/volume (1)

Employing computer vision for measuring geometric objects’ volume could be achieved by
obtaining the required factors for volume estimation of these geometric shapes. This can be easily
done as long as the factor representation appears in the images. But when it comes to predicting the
volume of irregular shapes, like coal gangue, using computer vision to achieve that could be a quite
challenging task, so seeking a 100% accurate volume measurement will not be possible due to intrinsic
difficulties in the irregular shapes. The exception can be given to the use of a few technologies that
can cover the whole object’s surface. But with the 0.4 g/cm3 density difference of coal and gangue,
this margin of classification gives us the ability to overcome the difficulty of getting 100% accuracy
of volume prediction where no need to reach that high accuracy to achieve the classification task, see
Figs. 1 and 2, they clearly shows how the differences in the density create a clear margin between the
two classes and it is noticeable that the greater the size of the samples the greater the separation margin
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between them. Moreover, based on the prediction behavior, the prediction model tends to create an
error margin to outcome more stable predictions; this error margin could play a helpful factor that
drives the sample’s separation with a bigger separation margin.

Figure 1: Coal and gangue 40 samples distribution based on real values of volume and weight [15],
blue dots refer to coal, and orange dots refer to gangue, where weight unit in kg and volume unit is
dm3.

Figure 2: Regression lines plotted using scikit-learn linear model linear regression [39], the red line
represents the coal regression, and the blue line represents the gangue regression line, where the weight
unit is g and the volume unit is cm3

According to [15], coal gangue is classified based on density principles using an image processing
function that receives three surrounding images and calculates the ExM representing the visual volume
perception. Using the ExM value and the sample’s weight, classification is conducted with several
classifiers, and the study results show the principle to be effective and promising. The ExM calculation
method involves detecting objects in the scene, removing small objects to achieve background removal
by setting pixels to 255 and counting the pixels smaller than 255 representing the object Existence value
(Ex) in each image. Finally, the mean of the three Ex values representing the ExM value is calculated.
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The image preprocessing steps during the classification of the samples are time-consuming,
reaching 0.4 s for every 3-side image [15], so to reduce the preprocessing time in this paper, a
convolutional neural network model (CGVP-CNN), has been developed to estimate the volume and
reduce the time of image preprocessing steps in the ExM approach. Fig. 3 illustrates the reduction
steps, where in the ExM feature extraction process, the first 4 steps are done through the three images
of the 3-side image dataset and no use of the real volume value from the dataset, whereas in the CGVP-
CNN only one simple process is applied for the three images to create one 3-side image and label it with
the real volume value then pass it to the model where the feature extraction is done and the volume
is estimated. Later using the same classifiers group in [15] the results of the estimation model will be
tested to compare the accuracy.

Figure 3: The image processing in ExM steps compared to the CGVP-CNN

2.2 Coal Real Volume and Weight Measurements and the 3-Side Images Dataset

The 3-side images dataset consists of three main parts, images of the sample from three different
positions, the sample’s weight, and the sample’s volume. It was created using 20 coal samples and 20
gangue samples gathered from a coal mine in Shanxi, China. The sample images were captured from
specific positions that represent the three dimensions x, y, and z of the sample with three cameras, this
is done to overcome some cavity problems that could not be seen from two positions [15]. Each sample
was subjected to several imaging shots after rotating the sample at the same point several times and
flipping the samples on several sides to augment with as many positions as the sample might be in when
photographed. During the image capturing the irregular shape of the samples could limit the ability of
the different positions of the sample in the capturing stand leading to different numbers of captured
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images for each sample, such as sample C9 has only 9 positions, also there are three samples C17, G3,
and G15, were damaged so they were excluded from the image capturing step. The total number of
captured images was 2430 images representing 810 3-side images divided as 451 for coal and 358 for
gangue. The second part of the dataset is the weight value of the samples and this is done using an
electronic weight scale since the same kind can be integrated with the transportation lines and provide
accurate weight measurements such as WOM technology mentioned in [29]. The last part is the sample
volume value since this is the main part that needed to be predicted in this work so the sample’s real
volume was measured using the physical measurements of water displacement principles, each sample
was submerged in a water container with scale, the water level recorded before the submerging and
during the submerging to calculate the different in water levels where the different represents the space
that the sample occupied in the water leading to the real volume values, Eq. (2) [15]:

Sv = WAv − WBv (2)

where Sv represents the sample’s volume, WAv represents the water level after submerging, and WBv

represents the water level before submerging. Table 1 shows the statices of the 3-side image of each
sample alongside the weight and volume [15]. Based on the hypothesis, the measurements of the
samples should be plotted in two separate groups. It is clear in Fig. 1 that the distribution of coal (blue
dots) takes lower positions in the graph compared to gangue (orange dots), as coal is usually lighter
than gangue, and the separation margin between the two groups. Fig. 2 also illustrates the Regression
lines plotted using the scikit-learn linear model Linear Regression [39]; the red line represents the coal
regression, and the blue line represents the gangue regression line.

Table 1: Results of the volume and weight measurements of the 40 samples using physical methods,
volume in cm3, and weight in g, alongside the 3-side images

Coal Gangue

No. Vcm3 W(g) 3-side
images

No. Vcm3 W(g) 3-side
images

No Vcm3 W(g) 3-side
images

No Vcm3 W(g) 3-side
images

C1 0.680 1090 22 C11 1.470 2020 22 G1 0.160 0.440 16 G11 1.120 3200 25
C2 0.360 455 9 C12 1.580 2325 22 G2 0.780 2.020 21 G12 1.740 7305 21
C3 1.200 1255 28 C13 1.640 2480 28 G3 0.400 1.060 0 G13 1.010 3285 21
C4 0.820 990 17 C14 2.060 2875 25 G4 0.410 1.105 18 G14 0.820 2930 19
C5 1.380 1720 33 C15 1.110 1625 25 G5 0.380 1.055 10 G15 1.200 4005 0
C6 1.580 2160 28 C16 3.090 3545 30 G6 0.520 1.360 26 G16 1.140 3170 20
C7 0.540 975 25 C17 0.720 0905 0 G7 0.280 0.730 18 G17 0.800 2170 19
C8 0.480 620 26 C18 1.260 1765 26 G8 0.520 1.370 19 G18 1.020 2700 21
C9 1.250 1645 24 C19 2.220 3165 20 G9 0.300 0.780 18 G19 0.640 1835 18
C10 1.120 1340 17 C20 1.030 1855 25 G10 0.350 1.065 19 G20 1.540 4165 29

2.3 Coal Gangue Classification Stage

As Fig. 3 shows the working flowchart and describes the approach differences between the work of
this paper and the previous work in [15], where this extraction method in the previous work depends
on the image processing approach, and in this work, it depends on deep learning models. However,
the final step considers the same classification test using the classifier group test provided by Sklearn
library documentation [39], which consists of 10 classifiers (KNN, RBF SVM, Linear SVM, Random
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Forest, Gaussian Process, Decision Tree, Naive Bayes, Neural Net, AdaBoost, and QDA), this is done
to evaluate the results of the prediction model with the same classification test to compare the efficiency
of the developed model given classification accuracy and execution time, so the classifiers were used
with the same configuration as in [15]. Also, the use of the dataset to train the classifiers was done with
the same amount by dividing the dataset into a training group of 70% of the dataset set, and 30% was
assigned to the testing group after the CGVP-CNN training finished, the volume value in the dataset
is updated with the results of the CGVP-CNN so the input to the classifiers become the estimated
volume and the real weight.

2.4 Developing Volume Prediction Model Using Convolutional Neural Network (CGVP-CNN)

The convolutional neural network has been used for classification in several works that have
substantiated high efficiency and accuracy, encouraging many researchers to follow the same route.
Classification task usually has many classes to choose from. The CNN network was built to select
one of these classes with an acceptable learning error; however, in a matter of predicting a regression
value, it becomes tougher as learning error affects the expected value, yet this classification value error
does not influence choosing the right class. Here, for coal gangue volume prediction, a convolutional
neural network model (CGVP-CNN) was designed to perform a regression task to predict coal gangue
volume based on three images of the samples captured from three different positions. Each position
deals with one dimension, height, length, and width to give the model a better look at the sample and
to make the model able to perform real-time work on production lines as well.

CGVP-CNN consists of several layers, The first layer is the input layer which receives the 3-side
image with (120, 120, 1) size followed by 3 conv2d layers with (128, 64, 32) kernels followed by activa-
tion function (Rectified Linear Unit ReLu), Batch Normalization, and Max Pooling2D (pool_size=(2,
2)), later the output goes through flatten process to be input to Dense_layer (16), activation function
(ReLu), Batch Normalization and Dropout (0.5), another Dense_layer (8), activation function (ReLu),
Batch Normalization and Dropout (0.5) third Dense_layer (16), activation function (ReLu), and
finally, the last Dense_layer (1) representing the regression process and bringing out the predicted
volume values, Fig. 4 shows the CGVP-CNN model graph that has generated using the Keras model
keras.utils.plot_model function [40], the model graph explains the sequential layer names which express
the function of every layer and the input/output shape dimension, the None parameter in the keras
model represents the batch number where in this case it is not necessary to be fixed, and finally. The
idea of this CNN construction is to build a light model so it becomes more practical in real production
lines.

3 Experiment
3.1 Experiment Platform

The experiments were conducted on a PC featuring CPU A10 PRO-7800B R7,12 Compute Cores
4C + 8 G 3.50 GHz with 4.00 GB RAM and graphic card Nvidia Quadro K 2000 with 2 GB (Graphics
Memory 4060 MB, come from a dedicated video memory of 2048 MB GDDR5, and shared system
memory of 2012 MB) and the used operating system is Windows 10 Enterprise, with this hardware the
volume prediction CGVP-CNN model demonstrates the ability to perform in low resources. For the
creation of the 3-side images dataset, a capturing stand prototype that consists of three USB cameras
that generate 1920 × 1080 pixel images, and are mounted in three positions (Top, Side, Front) was
used. The development of building, training, and testing the CGVP-CNN model, was done using an
Anaconda software environment to create a virtual environment equipped with Python3.7, and Keras
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library to develop the deep learning model, and PIL, Matplotlib, and cv2 libraries were used for image
processing and input data preparation. Visualization of the curves of the training loss and validation
loss of the CGVP-CNN model is done using TensorBoard.

Figure 4: Volume prediction model CGVP-CNN
Note: ‘None’ is to be replaced by the batch size.

3.2 Prepration on the 3-Side Image Dataset for the CGVP-CNN Model

The training of the CGVP-CNN model was done by passing the training images that were labeled
with the real volume value so that the model connected the volume visual appearance in the 3-
side image with the volume value. The process of creating the 3-side images dataset is intended to
create several image positions for the same sample this is done for two reasons, first to cover all the
possibilities of positioning the samples during the capturing of the 3-side image, second, to give the
model as much as possible of different images for the same volume value. Applying this measure,
the dataset is augmented to 2430 images in total, and since every 3-side imaging position uses three
images, The obtained number of samples are 810 with each sample comprises a set of 3-side images.
The dataset contains 451 samples for coal and 358 for gangue. The process of creating every 3-side
image using the three images is done with the consideration of reducing the image processing, so the
3-side images go through a simple image processing procedure compared to the preparation procedures
in [15] to decrease the image processing time that is considered computationally expensive compared
to the neural networks combutational burden. First, the input Red-Green-Blue (RGB) images are
converted into Gray Scale images using Eq. (3), and then images go through background isolation by
subtracting the object image from the background image taken before placing the object This is to
ensure that small black particles that occur during movements of the samples on the board do not
affect the isolation process. After that Grayscale image pixels are scanned to increase the differences
between the object body and the background using Eq. (4). Finally, three images of samples alongside
one background image together construct the 3-side image.
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GP = 128 − 0.148R − 0.291G + 0.439B (3)

GP =
{

255, if GP ≥ 200
0, otherwise

(4)

where GP is the one-channel pixel grayscale value of the image, and RGB is the pixel’s three color
channel values. This process does not consume the same time as in [15], the calculated average of
consumed time per 3-side image is around 0.07 s, which is much less than 0.4 s of image processing
consumed time in [15].

3.3 Evaluation Metrics

Training the CGVP-CNN model needs to be evaluated to measure the improvement in the
training and the efficiency of the results, During the training the model uses the loss function and
optimization function to control the training and evaluate the results, Mean Absolute Error (MAE)
loss function and Adam optimizer are used in the training of the CGVP-CNN model. After the
training is finished the model goes to another test where it runs and is evaluated by computing the
Absolute Percentage Error (absPercentDiff ) of the predicted values, Eq. (5) shows the computation of
the absolute percentage error, and Eq. (6) shows the formal of computing the standard deviation (σ )
where (μabsPercentDiff) is the Mean Absolute Percentage Error.

absPercentDiff =
∣∣∣∣Pv − Rv

Rv

× 100

∣∣∣∣ (5)

σ =
√

1
N

∑N

i=1
(absPercentDiffi − μabsPercentDiff )2 (6)

where Pv is the predicted value, Rv is the real value, and N is the number of the test values. For the
evaluation of the classifiers and based on the evaluation procedure in [15] to evaluate the performance
of the classifiers, the authors used the Sklearn-metrics library [39] to generate a classification report.
The report displays statices of different metrics calculations to assess the classifiers’ effectiveness. The
report presents a comprehensive performance evaluation for the classifiers, utilizing various measures
such as Accuracy, Recall, Precision, F1-score, Macro Average, and Weighted Average. These evaluation
metrics depend on different factors, such as the prediction results and the number of predictions, where
In the classification, the result of the prediction could be one of four cases, two cases of true prediction,
first, a true prediction of a positive result of the class True Positive (TP), second true prediction of a
negative result of the class True Negative (TN), the other two cases are for the negative prediction
which are False prediction of Positive result of the class False Positive (FP), and False prediction of
Negative result of the class False Negative (FN). The support represents how many samples each class
has in the dataset.

The accuracy metric measures how the classifier correctly predicts the classes so it is the ratio of
the true predictions whether true positive or true negative to the total number of the predictions, see
Eq. (7). While accuracy measures the total number of correct predictions, the precision metric, and
recall metric are used to measure the predictions of each class, precision focuses on the proportion of
true positive predictions (TP) of the class to the total class classifications, whether positive predictions
(TP) or false positives (FP) so it represents how many true predictions among the total positive
predictions of the classifier regardless wither this prediction is right or wrong, this is represented by
Eq. (8). On the other hand, Recall looks in the positive predictions of the class and the samples that
misclassified as negative, so it measures true predictions (TP) of the class to the actual true positive
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predcitions class that suppose to be since some of true samples misclassified as negative where they
should be classified as true positive (TP) or we can say it is the ratio of the true predcition to the total
number of the class samples (TP + FN), see Eq. (9).

Now F1-score metric measures how accurate the prediction is at the class-wise level by combining
the Recall and Precision values, so it symmetrically represents the two metrics together in one metric
and is driven by the Eq. (10). The next metric utilizes the average of the three previous matrices of
precision value, recall value, and F1-score value as a Macro Average that done by calculating the
average of the F1-score of every class in both binary classification cases 0 and 1 then we calculate
the F1-score of these two classes, see Eq. (11). The last metric is the Weighted Average which work
similar to the macro average but concerning the weight support of each class, Eq. (12) explains how
the average of the values calculated with respect to the weight support of each F1-score and explain
the difference between the Macro Average and the Weighted Average.

ACC = TP + TN/(TP + FP + FN + TN) (7)

Precision = TP/(TP + FP) (8)

Recall = TP/(TP + FN) (9)

F1score = 2 × Precsion × Recall/(Precsion + Recall) (10)

macr oavg(F1score) = (F10 + F11)/2 (11)

WS0 = support0/(support0 + support1) (12)

WS1 = support1/(support0 + support1) (13)

Weightedavg(F1score) = ((F10 × WS0) + (F11 × WS1))/2 (14)

3.4 Training and Learning of CGVP-CNN

Using the prepared dataset, the training phase starts with a cycle of 500 epochs and a batch size
equal to 10, and the Adam optimizer learning rate is set to 0.5 with 1e3/200 of decay. The training is
done using the 3-side image by labeling every 3-side image with the real value of the volume to train
the CGVP-CNN to predict the volume, the dataset was divided in the base of 70% for training and
30% validation. The training starts with a high learning rate starting with 0.5 to help the model gain
more affected weights at the beginning of the training and with time the decay function will reduce the
learning rate, this learning rate was the best in this case of coal volume values.

The training loss and validation loss values were recorded for each training epoch to show the
training performance. Fig. 5 shows the training loss and validation loss curves during model training.
The training curves show stable training to a certain level. For more clarity, looking into the values
of the standard deviation helps to measure the spread of the distribution. The results show that the
absolute percentage error mean (μabsPercentDiff = 26.91%), and standard deviation around (σ =
23.54%), although these results are considered low, it is acceptable in this case due to some variance
of the real values of the same sample which create a range of acceptable values instead of one certain
value.
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Figure 5: CGVP-CNN training performance

These results are comprehensible due to different environmental factors that affect the image’s
volume illusion, such as sample shadows that occur under the samples and can be eliminated with
lighting design on the capture stand. However, this error percentage in volume prediction shall not
affect coal gangue classification with the classifiers, as error spreads over the two classes equally,
not affecting classification that much, also, the model shall get the advantage of the different
concentrations of the coal and gangue. On the other hand, we must mention that the experiment was
conducted using low-quality photographic cameras to place the experiment within the lowest level
of the used hardware. Therefore, if higher-quality cameras are used, this will reflect positively on the
prediction accuracy.

3.5 Testing CGVP-CNN Prediction Results with the Different Classifiers

After CGVP-CNN training is finished, it is necessary to evaluate the efficiency of the estimated
volume values with the classifiers group from [15] by classification accuracy. To do that, first, the 3-side
images dataset (the volume value) was updated by the results of the CGVP-CNN, so the new estimated
volume and real weight values to be passed into the classifiers groups to perform the classification in
this base, similar to the classification process in [15]. Second; the dataset is divided into groups, one
for classifiers fitted with the predicted values to perform coal gangue classification, and another for
testing to observe the accuracy of the classification task. The prepration of the training dataset is to be
70% of the dataset and 30% for testing. In the first step, the whole dataset of 810 3-side images is used
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to fit the classifiers by 70% (567 images) and tested with 30% (243 images). Based on the test classifiers,
we can conclude that the new values are a good fit and have yielded excellent results. The classification
margins of the classifier’s group and the distribution of the two classes of samples are displayed in
Fig. 6, it is clear that the coal samples spread in perfect distribution compared to the regression line
of the same group in Fig. 2, this gives us high confidence that the model achieves good prediction for
this class. Although, the spread of the gangue samples has some variance with the regression line in
Fig. 2 to the same group, Yet, they spread on the area over that line to achieve the classification with
excellent results.

Figure 6: Classifier group classes boundary decisions and classification with CGVP-CNN prediction
results, visualization of the samples (gangue in Red and Coal in blue), the accuracy on a scale of (0–
100) and time in seconds

Looking at Table 2, which displays a classification report for the evaluation metrics of the different
classifier’s performance while using the predicted volume by CGVP-CNN model, the table presents the
statices of the different evaluation metrics for each classifier alongside the support number peer classes
and the total, all these factors significantly contribute in evaluating the accuracy of the classification,
which comes with the consumed time in the last two columns. It is worth mentioning that the CGVP-
CNN predicted values were able to deliver high classification accuracy during both training and testing
of the classifiers.
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Table 2: Classification report of different classifiers trained and tested with CGVP-CNN predicted
volume, evaluation metrics results in scale of (0–1), with time in seconds

Classifier Precision Recall F1-score F-P Support Accuracy Time

KNN

0 1.00 1.00 1.00 0 106

1.00 0.00647
1 1.00 1.00 1.00 0 137
Macro avg 1.00 1.00 1.00

243
Weighted avg 1.00 1.00 1.00

Linear
SVM

0 0.95 0.97 0.96 3 106

0.97 0.00318
1 0.98 0.96 0.97 5 137
Macro avg 0.97 0.97 0.97

243
Weighted avg 0.97 0.97 0.97

RBF
SVM

0 0.97 0.99 0.98 1 106

0.98 0.00298
1 0.99 0.98 0.99 3 137
Macro avg 0.98 0.98 0.98

243
Weighted avg 0.98 0.98 0.98

Gaussian
process

0 0.94 0.91 0.92 10 106

0.93 0.2.59522
1 0.93 0.96 0.94 6 137
Macro avg 0.94 0.93 0.93

243
Weighted avg 0.93 0.93 0.93

Decision
tree

0 0.95 0.99 0.97 1 106

0.97 0.00108
1 0.99 0.96 0.97 6 137
Macro avg 0.97 0.97 0.97

243
Weighted avg 0.97 0.97 0.97

Random
forest

0 1.00 0.99 1.00 1 106

1.00 0.00899
1 0.99 1.00 1.00 0 137
Macro avg 1.00 1.00 1.00

243
Weighted avg 1.00 1.00 1.00

Neural
net

0 0.95 0.97 0.96 3 106

0.97 0.209
1 0.98 0.96 0.97 5 137
Macro avg 0.97 0.97 0.97

243
Weighted avg 0.97 0.97 0.97

AdaBoost

0 1.00 0.99 1.00 0 106

1.00 0.04587
1 0.99 1.00 1.00 0 137
Macro avg 1.00 1.00 1.00

243
Weighted avg 1.00 1.00 1.00

Naive
Bayes

0 0.86 0.89 0.87 12 106

0.89 0.00100
1 0.91 0.89 0.90 15 137
Macro avg 0.89 0.95 0.89

243
Weighted avg 0.89 0.89 0.89

(Continued)
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Table 2 (continued)

Classifier Precision Recall F1-score F-P Support Accuracy Time

QDA

0 0.96 0.97 0.97 3 106

0.97 0.00100
1 0.98 0.97 0.97 4 137
Macro avg 0.97 0.97 0.97

243
Weighted avg 0.97 0.97 0.97

3.6 Effect of Light Shadow Isolation on 3-Side Images

During the collection of the 3-side images, a shadow formed in the area under the sample being
photographed, the size of the shadow changes with the differences in the sample’s geometric shapes
leading to different interference, so in this test, we track the shadow and do manual removing for
548 3-side images to study the shadow impact on the prediction and clasification accuracy, Fig. 7
shows samples’ top side, left side, front side, and background images after eliminating the shadow and
background with the final generated three side image. The 3-side images were processed and trained
CGVP-CNN model, The results of training came out with a mean of absolute percentage error equal to
18.73% and a standard deviation of the absolute percentage equal to: 26.39%. Fig. 8 shows training and
validation loss curves, where the curves show more stable training, which indicates that the prediction
training is more promising in this case.

Figure 7: 3-side images after light shadow and background isolation

The results of the prediction using the shadow-isolated dataset were then passed to the classifica-
tion process using the same classification procedures, where the data was split into 70% as training data
and 30% for testing data, Fig. 9 shows how the prediction of the model affects the spread of the values
in a way that increases the separation margin which will improve the classification results as we notice
from the 285 results of the classification. Following the same procedure for Gaussian Process, Decision
Tree, and Random Forest, all these classifiers show improvement in the classification accuracy within
1%∼3% other classifiers show a decrease in the accuracy such as Quadratic Discriminant Analysis
(QDA). Table 3 displays the classification report of the classifiers and Fig. 10 shows the decisions
boundary of the classifiers, accuracy and time, it is clear that there is some improvement in the spread
of the samples in the two classes which are reflected on the classification results.
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Figure 8: CGVP-CNN training performance with shadow isolation process

Figure 9: Predicted values spread of the two classes after removing shadow, blue dots represent the
coal gangue and orange dots represent the coal
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Figure 10: Classifier group Classes boundary decisions and classification with the shadow isolated
CGVP-CNN prediction results and weight values, decision boundaries visualization of (blue dots
represent coal, and red dots represent gangue), classification accuracy on a scale of (0–100) and time
in seconds

Table 3: Classification report of different classifiers with CGVP-CNN shadow isolated group predicted
volume, evaluation metrics results in scale of (0–1), with time in seconds

Classifier Precision Recall F1-score F-P Support Accuracy Time

KNN

0 1.00 1.00 1.00 0 64

1.00 0.00454
1 1.00 1.00 1.00 0 101
Macro avg 1.00 1.00 1.00

165
Weighted avg 1.00 1.00 1.00

Linear
SVM

0 0.86 0.97 0.91 2 64

0.93 0.00252
1 0.98 0.90 0.94 10 101
Macro avg 0.92 0.93 0.92

165
Weighted avg 0.93 0.93 0.93

(Continued)
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Table 3 (continued)
Classifier Precision Recall F1-score F-P Support Accuracy Time

RBF
SVM

0 0.90 1.00 0.95 0 64

0.96 0.00239
1 1.00 0.93 0.96 7 101
Macro avg 0.95 0.97 0.96

165
Weighted avg 0.96 0.96 0.96

Gaussian
process

0 0.93 1.00 0.96 0 64

0.97 1.809
1 1.00 0.95 0.97 5 101
Macro avg 0.96 0.98 0.97

165
Weighted avg 0.97 0.97 0.97

Decision
tree

0 1.00 1.00 1.00 0 64

1.00 0.00000
1 1.00 1.00 1.00 0 101
Macro avg 1.00 1.00 1.00

165
Weighted avg 1.00 1.00 1.00

Random
forest

0 1.00 1.00 1.00 0 64

1.00 0.00835
1 1.00 1.00 1.00 0 101
Macro avg 1.00 1.00 1.00

165
Weighted avg 1.00 1.00 1.00

Neural
net

0 0.95 0.97 0.96 10 64

0.97 0.234
1 0.98 0.97 0.98 16 101
Macro avg 0.97 0.97 0.97

165
Weighted avg 0.97 0.97 0.97

AdaBoost

0 1.00 1.00 1.00 0 64

1.00 0.04133
1 1.00 1.00 1.00 0 101
Macro avg 1.00 1.00 1.00

165
Weighted avg 1.00 1.00 1.00

Naive
Bayes

0 0.74 0.80 0.77 13 64

0.81 0.00100
1 0.86 0.82 0.84 18 101
Macro avg 0.80 0.81 0.80

165
Weighted avg 0.82 0.81 0.81

QDA

0 0.86 0.97 0.91 2 64

0.93 0.00100
1 0.98 0.90 0.94 10 101
Macro avg 0.93 0.93 0.93

165
Weighted avg 0.93 0.93 0.93

3.7 Cross-Validation Test

Prediction models should be guaranteed to work well on all future data, including the data used
for training and testing. Tests such as cross-validation are crucial to assess the generalization of a
prediction model with new data. During the training phase, the prediction accuracy is not assured to
remain the same when the model is used. The data used to modify the model’s weights were used to
determine the best results it could deliver. However, the nature of the 3-side image dataset and the fact
that the same volume value is shared with several images might reduce the efficiency of the model, so
the cross-validation was conducted in two steps. First, a regular cross-validation test is performed over
a 10% of the dataset. The model results of these data will indicate how the model reacts to new data
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within the range of the trained volume values. The results show that the proposed model can predict
volume values that lead to good classification with weight.

Although the first cross-validation test shows great results, yet, this test is not sufficient to
determine the model’s generalization abilities on new volume values. Since the training data in
classifiers training was split across all samples by applying the split process to the whole dataset
without considering the division to be based on the volume values. This measure allows the leak of
some features from the validation group to the training group, it could work as a similar category
where they are shared with different 3-side images. A second step cross-validation test was applied to
this experiment by isolating specific samples 3-side image groups (C5, C15, G20, and G13) of volume
values (1.380, 1.110, 1.540, and 1.010) and have 3-side images (33, 25, 29, and 21), respectively, these
samples excluded from the training and the validation of the model and the training of the classifiers so
they can be used for the cross-validation as new volume values with maintain that these volume values
came in within the range of the volume value that the model trained with. The classification accuracy
results of this test came with (100%, 100%, 100%, 98%, 88%, 87%, 100%, 87%, 97%, and 100%) for the
classifiers group, also this test was done several times with different volume values to overcome any
bias in choosing the samples and the worst test results remained over 90%. This result clearly explains
that the model has a good generalization for new data even with similar volume values or even with new
volume values, Fig. 11 displays the isolated samples group distribution and the classification results of
the different classifiers group with time. Table 4 also presents the evaluation metrics of the classifiers.

4 Results Discussions

The research presented in this paper aimed to estimate the volume of coal gangue that can replace
the ExM values mentioned in [15], the main objective is to evaluate how effective this process is based
on time taken and classification accuracy. The accuracy of the process is evaluated by comparing
the classification results of CGVP-CNN estimated values with the real values and the ExM values.
For time comparison, during the several processes in the two methods, the ExM-SVM in [15] or the
CGVP-CNN both consider the same time calculations which were done by calculating the duration
of each process and summing the total time while running in similar hardware to ensure the maximum
degree of similarity in both methods. The time taken for the CGVP-CNN estimation process is also
evaluated and compared with the time taken with the ExM values, based on two steps the preparation
of the input data and the classification process. The results of this study will be useful in determining
the feasibility of using CGVP-CNN estimation as a replacement for ExM values in future studies and
the feasibility of volume estimation as a useful method in the mining industry.

As explained earlier about the dataset preparation timing, it is clear that the CGVP-CNN does
not consume as much time as the ExM process does, where CGVP-CNN only consumes around 0.07 s
and the ExM process consumes 0.4 s this difference in the timing gives the CGVP-CNN preference
over ExM, so the main target is to assess the efficiency of using the predicted volume of the CGVP-
CNN as replacement of ExM vlaue in the classification process through the accuracy percentage,
Table 5, displays the classifier’s classification accuracy alongside the classification time for different
values: Real values, ExM value, and ExM value cross-validation are imported from [15] and CGVP-
CNN value, CGVP-CNN with shadow removal, and CGVP-CNN cross-validation, results of ExM
and CGVP-CNN with the different classifiers came as with (ExM-CGVP-CNN, 100%–100%, 100%–
96%, 100%–98%, 100%–93%, 98%–97%, 100%–99%, 100%–96%, 100%–100%, 98%–88%, 99%–97%)
as classifier sequence respectively, although, ExM demonstrates better classification accuracy almost
99.5% accuracy average compared to CGVP-CNN which achieved around 96.4% accuracy average,
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yet the CGVP-CNN achieved the maximum accuracy in two classifiers which is enough to fulfil
the accuracy requirment of the classification task. This proves the hypothesis of this research by
reducing the timing of the preprocessing steps and maintaining high classification accuracy. On the
other hand, estimating coal gangue volume is the technique presented here in this work to perform
classification tasks, and as described in the introduction about related work, there are not a lot of
works in this direction of classification for coal and gangue. Therefore, a fair comparison is driven
by shared factors such as fulfilling the main task (accuracy of classification) and computational cost
(the needed resources and execution time). The experiment was done with low hardware resources, as
the hardware platform details shows that the computional resources and the used cameras are in the
normal specification, which also leads to the advantage over the highly structured techniques based
on the requirement needs.

Figure 11: Cross-validation test of classifiers group results with CGVP-CNN predicted volume and
weight values, decision boundaries visualization of (blue dots represent coal, and red dots represent
gangue)



CMC, 2024, vol.79, no.1 299

Table 4: Cross-validation test of classifiers group results with CGVP-CNN predicted volume, evalua-
tion metrics results in scale of (0–1), with time in seconds

Classifier Precision Recall F1-score F-P Support Accuracy Time

KNN

0 1.00 1.00 1.00 0 50

1.00 0.02265
1 1.00 1.00 1.00 0 58
Macro avg 1.00 1.00 1.00

108
Weighted avg 1.00 1.00 1.00

Linear
SVM

0 1.00 1.00 1.00 0 50

1.00 0.00198
1 1.00 1.00 1.00 0 58
Macro avg 1.00 1.00 1.00

108
Weighted avg 1.00 1.00 1.00

RBF
SVM

0 1.00 1.00 1.00 0 50

1.00 0.00299
1 1.00 1.00 1.00 0 58
Macro avg 1.00 1.00 1.00

108
Weighted avg 1.00 1.00 1.00

Gaussian
process

0 1.00 0.96 0.98 2 50

0.98 3.180
1 0.97 1.00 0.98 0 58
Macro avg 0.98 0.98 0.98

108
Weighted avg 0.98 0.98 0.98

Decision
tree

0 1.00 0.76 0.86 12 64

0.89 0.00593
1 0.83 1.00 0.91 0 58
Macro avg 0.91 0.88 0.88

108
Weighted avg 0.91 0.89 0.89

Random
forest

0 1.00 0.74 0.85 13 50

0.88 0.00907
1 0.82 1.00 0.90 0 58
Macro avg 0.91 0.87 0.87

108
Weighted avg 0.90 0.88 0.88

Neural
net

0 1.00 1.00 1.00 0 50

1.00 0.2624
1 1.00 1.00 1.00 0 58
Macro avg 1.00 1.00 1.00

108
Weighted avg 1.00 1.00 1.00

AdaBoost

0 0.95 0.76 0.84 12 50

0.87 0.044194
1 0.82 0.97 0.89 2 58
Macro avg 0.89 0.86 0.87

108
Weighted avg 0.88 0.87 0.87

Naive
Bayes

0 1.00 0.94 0.97 3 50

0.97 0.00108
1 0.95 1.00 0.97 0 58
Macro avg 0.98 0.97 0.97

108
Weighted avg 0.97 0.97 0.97

(Continued)
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Table 4 (continued)
Classifier Precision Recall F1-score F-P Support Accuracy Time

QDA

0 1.00 1.00 1.00 0 50

1.00 0.01472
1 1.00 1.00 1.00 0 58
Macro avg 1.00 1.00 1.00

108
Weighted avg 1.00 1.00 1.00

Table 5: Classification results of classifiers’ group on real volume values, ExM values, ExM cross-
validation test [15], CGVP-CNN estimated values, CGVP-CNN with shadow removed, and CGVP-
CNN cross-validation test

Real value ExM ExM C-V CGVP-CNN CGVP-CNN_S-R CGVP-CNN_C-V

Classifier Accuracy Accuracy Time (s) Accuracy Time (s) Accuracy Time (s) Accuracy Time (s) Accuracy Time (s)

KNN 92% 100% 0.0131 96% 0.0030 100% 0.0064 100% 0.0045 100% 0.0029
Linear SVM 100% 100% 0.00195 100% 0.0019 96% 0.0031 92% 0.0025 100% 0.0019
RBF SVM 100% 100% 0.00200 96% 0.00208 98% 0.0029 95% 0.0023 100% 0.0029
Gaussian process 100% 100% 5.702 96% 13.057 93% 2.59 96% 1.809 98% 3.18
Decision tree 67% 98% 0.00100 99% 0.00099 97% 0.00108 100% 0000 88% 0.0059
Random forest 75% 100% 0.0156 99% 0.0115 99% 0.0089 100% 0.0083 87% 0.00907
Neural net 92% 100% 0.299 100% 0.276 96% 0.209 96% 0.234 100% 0.26242
AdaBoost 83% 100% 0.0757 99% 0.0546 100% 0.045 100% 0.0413 87% 0.04419
Naive Bayes 83% 98% 0.00100 99% 0.00100 88% 00.100 81% 0.00100 97% 0.00108
QDA 92% 99% 0.00199 99% 0.00172 97% 00100 92% 0.00100 100% 0.01472

So to compare the accuracy of the work, this research applies the same comparison in [15]. Table 6
shows how the presented work achieves high accuracy compared to several works. The previous studies
[28,29], and [41] used feature extraction with SVM classifiers to separate coal and gangue. However,
relying only on the texture differences of grayscale images [28] or the colored images [29,41] of coal
and gangue, still suffer from environmental problems such as similarity, dust, and poor intensity.
Liu et al. [29] to overcome that used the Laplacian operator, and Gaussian filter methods to improve
the quality of the images making them more time consuming.

Although these studies achieved good results ranging from 94% to 98.7%, the presented work
achieved higher accuracy of a 100% success rate, Also addressed those problems and adopted a
different approach to solve the problem and avoid the effect of the environmental factors resulting
in enhanced accuracy.

Moreover, convolution neural networks hit high performance given accuracy and timing, and for
tracing the use of CNN within the coal gangue classification, comparison with [2,30,42], and [43]
was done, where those works move to use the thermal factor that can neutralize the influence of
the environmental factors. The advantage of good timing is partly owed to CNN’s feature extraction
capability against other feature extraction methods. once again the accuracy of those works came
lower than the presented work in this paper where the classification accuracy of these works ranged
between 98.7% and 96.6%. Hu et al.’s work in [43] has 100% but they used a small dataset with around
192 thermal images for training and 48 for testing, and no cross-validation tests were mentioned
in the paper. Also, the use of multispectral characteristics extraction with thermal images needs
InfraRed cameras and Multi-Spectral cameras, which are considered a high requirement yet essential



CMC, 2024, vol.79, no.1 301

for separation efficiency. However, in this work, even low-quality cameras, such as webcams, can be
used while still being able to surpass the accuracy reported in the works above.

Applying the density factor within the coal gangue classification was mentioned in several
methods, such as using X-ray imaging to visualize the density, we mentioned here one reference [44] to
indicate the use of this technology and how the classification accuracy, but the technology is considered
dangerous for the human body and also needs a lot of power resource during the use of it, so it far
away of the comparison bases with the presented work of this paper.

Table 6: Comparison with previous work

Classification model reference Methods Accuracy

The proposed work volume prediction with Nearest Neighbors
classifier (CGVP-CNN)

100%

Alfarzaeai et al. [15] volume visual perception with Linear SVC
classifier (ExM-SVM)

100%

Hu et al. [43] Thermal images with CNN 100%
Li et al. [28] Gray-scale images with Least Square Support

Vector Machine (LS-SVM)
98.7%, 96.6%,
98.6%, 96.6%

Dou et al. [41] color features and textural features with
Relief-SVM

95.5%, 97%,
and 94%, 98%

Eshaq et al. [30] Thermal Images and YCbCr images with
Gaussian-SVM

97.83%

Hu et al. [42] Multispectral Imaging with structural
similarity index measure (SSIM) and
principal component analysis network
(PCANet)

98.75%

Alfarzaeai et al. [2] Thermal Images with Convolutional Neural
Network (CGR-CNN)

97.75%

Liu et al. [29] RGB images with Laplacian operator,
Gaussian filter, and improved Yolov4

96%, 94%

He et al. [44] Dual Energy X-ray imaging with Medium
Gaussian-SVM

95%

Zhang et al. [18] Tranigulat Equation Volume Measurement
using a Laser and CCD camera

60%

Delving into using computer vision to predict the volume of the objects as the base of the coal
gangue classification, we presented Zhang et al. [18] work which introduces the use of the laser with
a CCD camera to create the triangular parameters to calculate the volume but the result in this
paper indicates a classification accuracy around 60% which considered too low. Later, in a paper of
Wang et al. [17] relied on a similar technology employing a 3D imaging, no classification results were
reported in their paper, compared to this work the difference in the classification accuracy is clear, and
also using 3D cameras considered as a high requirement compared to the cameras using in this work.
Another work by Sun et al. [45], in which the authors present a coal gangue classification based on
computer vision that uses two cameras to create the volume perception and achieve volume prediction
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by tracing the height of the samples and estimating the depth, no results were presented in the paper
so the comparison based on the accuracy is not available, also the use of only two cameras will not
solve the cavity problem.

We can say that the proposed work here in this paper and based on the cross-validation test also
the consideration of the low hardware that was used with this work, all make this work ideal to solve
the problem of the coal gangue classification task.

4.1 Prediction Error Effect on Classification

During the volume prediction experiment of coal and gangue using the CGVP-CNN model, the
model showed a mean absolute error percentage of 16.40%, and a standard deviation of the absolute
error percentage of 25.09%; however, this error percentage did not affect the ability of classifiers to
classify coal and gangue with accuracy reached 100% for most of the time, we believe this is attributed
to the fact that prediction error was distributed equally on the two classes which were reflected
positively on the performance of classification. This conclusion can be noted in the regression lines
of the two classes in the first situation with the real measurements and the second with the predicted
measurements from the CGVP-CNN model. Fig. 12 shows the regression lines of the two situations of
gangue and coal, and it is obvious that there was no considerable difference in regression because when
volume prediction affected the coal regression line, shifting it slightly, a gangue regression line was also
shifted almost equally leading to clear separation area between the two regression lines. Observing the
volume prediction error and the poor effect on the classification result, it is clear that breaking down
the classification task of any neural network into two parts-one part is to build neural networks that
predict the classification factors, and the second part is to receive the output of the first part, and by
controlling the results of the first part-more efficient neural networks can be built.

Figure 12: Prediction error effect on regression lines of the two classes

5 Conclusion

The research presented aims to estimate the volume of coal gangue that can replace the ExM values
mentioned in [15]. The assessment process includes evaluating both the classification accuracy and
computational cost. To test accuracy, the classification results of (CGVP-CNN) estimated values are
compared to the real and ExM values. Additionally, the computational time required for the (CGVP-
CNN) estimation process is evaluated and compared to the corresponding cost for the ExM values.



CMC, 2024, vol.79, no.1 303

Time is accountable for both the preparation phase of input data and the classification process. The
results of this study will be useful in determining the feasibility of using (CGVP-CNN) estimation
as a replacement for ExM values in future works and the feasibility of volume estimation as a useful
method in the mining industry. There are two steps to conduct the classification. First, a convolutional
neural model (CGVP-CNN) was developed to predict the volume of coal and gangue samples using
3-side images. To accomplish this, the 3-side images dataset was used and prepared for training and
testing the (CGVP-CNN) model, as well as real measurements of volume and weight of 40 coal gangue
samples, second to use 10 classifiers to perform the classification. The results of classification with the
predicted volume by (CGVP-CNN) and the weight came with high accuracy around (100%, 96%,
98%, 93%, 97%, 99%, 96%, 100%, 88%, and 97%) as classifier sequence, respectively, and the overall
accuracy average around 96.4%, and cross-validation test results (100%, 100%, 100%, 98%, 88%, 87%,
100%, 87%, 97%, and 100%) with around 95.7% of average accuracy. The best results reported are for
the KNN classifier with a classification accuracy of 100% on the training set and a cross-validation
test. It proves good generalization over new data. Moreover, it accomplished 100% accuracy after
conducting the shadow removal for the 3-side image test.

The division of work into two models aims to evaluate the impact of feature prediction and
control. This approach helps identify controllable factors within neural networks, which can enhance
the training efficiency of the model. During volume prediction, prediction error was distributed equally
among the two classes, leading to a more stable classification that aids the understanding of the model’s
convergence during training. The work is promising, yet more space for improvement exists, especially
in the computer vision aspect. We believe that using special kinds of camera setups to reduce the
distance between the camera and the object will contribute to shooting more accurate images that
help with volume prediction as well as improving the capture stand with backlight to reduce the light
shadow of the object.
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