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ABSTRACT

The development of technologies such as big data and blockchain has brought convenience to life, but at the
same time, privacy and security issues are becoming more and more prominent. The K-anonymity algorithm is
an effective and low computational complexity privacy-preserving algorithm that can safeguard users’ privacy by
anonymizing big data. However, the algorithm currently suffers from the problem of focusing only on improving
user privacy while ignoring data availability. In addition, ignoring the impact of quasi-identified attributes on
sensitive attributes causes the usability of the processed data on statistical analysis to be reduced. Based on this,
we propose a new K-anonymity algorithm to solve the privacy security problem in the context of big data, while
guaranteeing improved data usability. Specifically, we construct a new information loss function based on the
information quantity theory. Considering that different quasi-identification attributes have different impacts on
sensitive attributes, we set weights for each quasi-identification attribute when designing the information loss
function. In addition, to reduce information loss, we improve K-anonymity in two ways. First, we make the
loss of information smaller than in the original table while guaranteeing privacy based on common artificial
intelligence algorithms, i.e., greedy algorithm and 2-means clustering algorithm. In addition, we improve the 2-
means clustering algorithm by designing a mean-center method to select the initial center of mass. Meanwhile,
we design the K-anonymity algorithm of this scheme based on the constructed information loss function, the
improved 2-means clustering algorithm, and the greedy algorithm, which reduces the information loss. Finally,
we experimentally demonstrate the effectiveness of the algorithm in improving the effect of 2-means clustering
and reducing information loss.
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1 Introduction

With the rapid development of blockchain technology, it has offered Internet of Things (IoT)
systems a more efficient and stable decentralized method for data storage and management. But
at the same time, it has also raised a series of network security issues. For example, data privacy

https://www.techscience.com/journal/CMC
https://www.techscience.com/
http://dx.doi.org/10.32604/cmc.2023.046907
https://www.techscience.com/doi/10.32604/cmc.2023.046907
mailto:ylchen3@gzu.edu.cn


1562 CMC, 2024, vol.79, no.1

[1–3], validation techniques [4], and transmission reliability [5] are difficult to guarantee, which will
lead to the leakage of user privacy. Nowadays, we generate a large amount of data every day, which
contains great application value [6] but also implies sensitive information, such as location information
[7–10] and transaction information [11]. Once this data is stolen by adversaries, it will possibly cause
the leakage of user privacy. To solve the privacy security problems in networks in the context of
blockchain and IoT integration, privacy-preserving algorithms are essential in addition to techniques
such as authentication [8], distributed storage and computing [12–15], big data management [16,17],
and anomaly detection [18]. The K-anonymity algorithm [19] is an effective privacy-preserving
algorithm with lower time complexity compared with commonly used cryptographic algorithms such
as homomorphic encryption [20]. In addition, compared to the commonly used differential privacy
techniques, this algorithm does not need to add noise [21] to sensitive information, thus preserving the
specific values of sensitive attributes for the subsequent statistical analysis process. The K-anonymity
algorithm obtains less accurate datasets through steganography and generalization techniques so
that at least K quasi-identified attributes in a certain sub-table have the same value, which in turn
ensures that an adversary cannot use these quasi-identified attributes to link to a particular record
[22]. By anonymizing the data with a K-anonymization algorithm before storing [23], publishing [24],
or transmitting [25], the privacy of users can be secured to a certain extent. For example, by generalizing
the age property in a data table from 25 to interval [20, 30], an adversary will not be able to guess the
exact value of the age directly. However, the algorithm can lead to reduced usability of the data after
generalization, which will be detrimental to the subsequent use of the data for statistical analysis [26] or
forecasting. When the data owners get the data, they want to perform statistical analysis or prediction
on this data. For example, they want to know the age distribution characteristics of the population in a
certain region based on these data, but if the loss of information after generalization is too large, such
as generalizing age from 50 to 100 [10], then the data owner will not be able to arrive at an accurate
statistical analysis or prediction result based on these generalized values. Therefore, how to process the
data with the K-anonymity algorithm to improve the usability of the data while safeguarding privacy
is the main problem to be solved in this paper.

The K-anonymity algorithm consists of three processes: attribute classification, clustering, and
generalization [27]. In clustering, the more similar the data in an equivalence class, the smaller the
generalized interval or value, and the greater the availability of the generalized data [28]. Therefore,
it is crucial to know how to perform equivalence class classification based on the similarity between
tuples. The most common equivalence class partitioning method is the k-means clustering algorithm,
which is a classical artificial intelligence algorithm. This algorithm guarantees that tuples belonging to
the same equivalence class are as similar as possible by aggregating tuples that are close to each other
to improve the usability of the data after generalization [29,30]. k-means clustering algorithm as an
artificial intelligence [31] algorithm has the advantages of simplicity, speed, and low time complexity
[32]. However, this clustering algorithm itself is unstable due to the randomness of the initial cluster
center selection [33] and thus is not conducive to achieving a stable K-anonymity effect. To address
the initial clustering selection problem of the k-means algorithm, Bhattacharya et al. explored the
k-means++ algorithm and suggested that a better clustering effect can be achieved when the initial
prime centers are as far away from each other as possible [34], however, the algorithm still suffers
from randomness in the selection of the first prime center. The clustering algorithm in this paper is
improved based on the above clustering algorithm, and the comparison of the improved effect is shown
in Table 1.

Moreover, the greedy algorithm, as a common algorithm in the field of deep learning [35], is now
also applied in K-anonymization algorithms to improve the usability of the data. Aghdam et al. applied
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a greedy algorithm in the K-anonymization algorithm to achieve high data utility [36]. Tang et al. pro-
posed to achieve clustering and generalization of data by a greedy algorithm and binary classification
as a way to fully exploit the value of data and safeguard user privacy [37]. Based on this, we apply
the greedy algorithm in the K-anonymity algorithm to achieve lower information loss. The specific
contributions are as follows:

Table 1: Comparison of the effect of different clustering algorithms

Clustering algorithms Stability Clustering effect Information loss reduction effect

k-means [25] × – –
k-means++ [26] × √ √
Our algorithms √ √ √

1. We designed the information loss function for the K-anonymity algorithm. Based on the
information quantity theory, we represent the information loss after the generalization of quasi-
identified attributes, and also calculate the influence degree for each quasi-identified attribute on
sensitive attributes, and set the weight value for each quasi-identified attribute according to the
influence degree to improve the reasonableness of information loss assessment.

2. We improve the 2-means clustering algorithm. We designed a mean-center method to select the
initial center of mass for clustering, which improves the effect of 2-means clustering and guarantees
the stability of the clustering effect at the same time.

3. Based on the 2-means clustering algorithm and greedy algorithm, we propose an improved K-
anonymity algorithm to reduce information loss while guaranteeing privacy. Finally, we experimen-
tally demonstrate the effectiveness of the algorithm in improving the effect of 2-means clustering and
reducing information loss.

The algorithm is innovative because it improves on the original algorithm by clustering the clusters
to achieve more stable results and less loss of information. In addition, it introduces the amount
of information to design the information loss function and uses the greedy algorithm to design
the anonymization algorithm which again reduces the information loss. The overall structure block
diagram of the algorithm in this paper is shown in Fig. 1.

Figure 1: Block diagram of the overall structure of the algorithm



1564 CMC, 2024, vol.79, no.1

2 Basic Knowledge

This section will introduce the basics covered in this paper, including the introduction to the K-
anonymity algorithm, the amount of information, and the k-means clustering algorithm.

2.1 K-Anonymity

The development of smart IoT [38] allows people and machines to be interconnected through
the network, which also generates a huge amount of data that contains users’ privacy. K-anonymity
algorithms [39] can solve the privacy leakage problem by ensuring that each record in the dataset
cannot be distinguished from other K-1 individuals for sensitive attributes. Through generalization and
steganography techniques, less accurate data is obtained such that there are at least K records for the
same quasi-identifier, making it impossible for an observer to link records through the quasi-identifier
[40]. K-anonymization algorithms are used in the context of big data [41] because of their low time
complexity. Its processing process consists of attribute classification, clustering, and generalization.
Attribute classification refers to the classification of attributes in a data table into identifying attributes,
quasi-identifying attributes, and sensitive attributes. Identifying attributes are attributes that uniquely
identify the user and are deleted directly for them. Sensitive attributes are attributes that the user does
not want to be known by others, and they are not processed. The rest of the attributes are quasi-
identifiable attributes, these attributes cannot be used alone to identify a user, such as age and gender.
However, an adversary may infer sensitive information about a user based on some quasi-identifying
attributes. For example, an adversary, with some background knowledge, may be able to locate a
specific user based on information such as age, gender, and region of a record, so the quasi-identifiable
attributes are generalized to protect the user’s privacy. Clustering refers to clustering tuples with high
similarity into one class. Generalization refers to the generalization of attribute values of the same
class.

2.2 Amount of Information

The amount of information [42] is the amount of information needed to select one event from N
equally likely events. Shannon’s information theory applies probability to describe uncertainty. The
smaller the probability of an event appearing, the more uncertainty there is, and the more information
there is, and vice versa. After generalizing the data, the smaller the probability of an adversary
inferring the true value through the generalized interval, the more information is indicated, but also
the greater the loss of information. Therefore, we use the amount of information to measure the loss
of information after the generalization of data tables. The Information volume of information x is
denoted as:

l (x) = − log P (x) (1)

where P (x) denotes the probability of occurrence of x. The log in the information quantity function
of this paper is all taken to a base of 2.

2.3 k-means Clustering Algorithm

k-means clustering is a common algorithm in artificial intelligence and belongs to unsupervised
machine learning algorithms. The algorithm has appeared in application scenarios such as the Internet
of Things and cloud computing [43] and is used to solve clustering problems. The k-means clustering
algorithm puts similar objects together according to some rules. Distance is a measure of similarity.
The closer the distance of each object in a class, the better the clustering will be. In k-means clustering,
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k denotes the number of classes that need to be determined first before clustering. In this paper, we
use binary classification for clustering, so k is 2. The steps of this algorithm are as follows [44]:

Step 1: Select the initialized k samples as the initial clustering centers notated as O =
O1, O2, . . . , Ok;

Step 2: For each sample ri in the dataset, calculate its distance to each initial clustering center and
assign it to the class corresponding to the clustering center with the smallest distance;

Step 3: For each class classi, recalculate the clustering center Oi;

Step 4: Repeat Step 2 and Step 3 above until the set number of iterations is reached or the clustering
centers no longer change.

In this paper, we use binary classification for clustering, so k is 2.

3 Algorithm Design

In this section, we introduce the K-anonymity algorithm in this paper. Specifically, we introduce
the designed information loss function and the 2-means artificial intelligence clustering algorithm.
Finally, we apply the information loss function designed in this paper to the K-anonymity algorithm
and construct the K-anonymity privacy-preserving algorithm in this paper based on two artificial
intelligence algorithms, i.e., the greedy algorithm and the improved 2-means clustering algorithm. The
parameters of this paper are defined in Table 2.

Table 2: Parameter definition

Parameter Definition

st min The minimum value under the tth numeric attribute in the generalized table
st max The maximum value under the tth numeric attribute in the generalized table
|st max −
st min + 1|

The number of values that can be taken for the tth numeric attribute in the
generalized table

|Rt| The number of values contained in the total value field of the tth numeric attribute
leaf (Tτ ) The number of leaf nodes under the generalized value of the τ th subtype attribute

in the generalization table
leaf (TτR) The total number of leaf nodes in the classification tree where the τ th subtype

attribute is located
γt The attribute weights of t
γτ+m The attribute weights of τ + m
smax The maximum value of the total value domain of the attribute
smin The minimum value of the total value domain of the attribute
leaf

(∧ (
si, sj

))
The number of leaf nodes under the tree rooted by the smallest common ancestor of
si and sj in the classification tree

leaf (TR) The total number of leaf nodes of the classification tree T
Nm mth numerical quasi-identified attributes in a record
Cn nth sub-typed quasi-identified attributes in a record
S Sensitive attribute
TUi The ith tuple
ti The ith record in the user data table

(Continued)
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Table 2 (continued)

Parameter Definition

DT ′ The data table after the clustering and generalization process
IL (DT ′) The degree of information loss in the data table DT ′ after the generalization process
La Identification attribute
QLa Quasi-identification attribute
DT Data table
IL Information loss
μ,mean (x) The mean of x
σ ,

√
Var (x) The standard deviation of x

3.1 Information Loss Function Based on the Amount of Information

In this paper, we measure the information loss after generalization based on the amount of
information. In addition, there are associations between attributes [45], and different quasi-identified
attributes have different degrees of influence on sensitive attributes. In this section, we assign a weight
to each quasi-identified attribute based on its influence on the sensitive attribute and introduce the
weight into the information loss function. When generalizing the classified quasi-identified attributes,
for numerical quasi-identifiers, the original data value is replaced by the minimum value field in the
equivalence set. For example, generalize age 10 to interval [5, 15]. For Subtype quasi-identifiers, they
are generalized to a minimum value that is larger than the original quasi-identifier value. For example,
generalizing gender male as gender unknown.

For a numerical quasi-identification attribute, the amount of information loss for the tth numer-
ical quasi-identification attribute value of a data table after a certain generalization is denoted as:

IL (Nt) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

γt

n∑
i=1

− log

⎛
⎜⎝

1
10x (st max − st min) + 1

⎞
⎟⎠

− log

⎛
⎜⎝

1
|Rt|

⎞
⎟⎠

= γtn
log [10x (st max − st min) + 1]

log (|Rt|) , |Rt| > 1

0, |Rt| = 1

(2)

where st max denotes the maximum value under the tth numeric attribute in the generalized table, st min

denotes the minimum value under the tth numeric attribute in the generalized table, |st max − st min + 1|
denotes the number of values that can be taken for the tth numeric attribute in the generalized table,
and |Rt| denotes the number of values contained in the total value field of the tth numeric attribute,
|Rt| ≥ 1. n is the number of records in this generalized data table. x = 0, 1, 2, . . . symbolizes the step
size of the value taken by the numeric attribute, if the value of the attribute takes a step size of 1, such
as the age attribute, then x = 0, if the step size is 0.1, then x = 1.

For subtype quasi-identification attributes, assuming that the attribute weights are calculated in
the order of numeric attributes first and subtype attributes second, and that there are m numeric
attributes, the amount of information loss for the τ th subtype quasi-identification attribute of a
generalized data table is denoted as:
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IL (Cτ ) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

γτ+m

n∑
i=1

− log

⎛
⎜⎝

1
leaf (Tτ )

⎞
⎟⎠

− log

⎛
⎜⎝

1
leaf (TτR)

⎞
⎟⎠

= nγτ+m

log (leaf (Tτ ))

log (leaf (TτR))
, leaf (TτR) > 1

0, leaf (TτR) = 1

(3)

where leaf (Tτ ) denotes the number of leaf nodes under the generalized value of the τ th subtype
attribute in this generalization table, and leaf (TτR) denotes the total number of leaf nodes in the
classification tree where the τ th subtype attribute is located, leaf (TτR) ≥ 1. n is the number of records
in the data table.

The amount of information lost in a particular generalized table after generalization is denoted
as:

IL (DT ′) =
m∑

t=1

IL (Nt) +
n∑

τ=1

IL (Cτ ) (4)

where γt, γτ+m represent the attribute weights, and assuming that the attribute weights are calculated
in the order of numerical attributes first and subtype attributes second, we have:

m∑
t=1

γt +
n∑

τ=1

γτ+m = 1 (5)

The total information loss after anonymization is equal to the sum of the information loss of each
generalization table.

3.2 The 2-Means Improvement Algorithm Based on the Mean-Center Method

Before generalizing the data by a K-anonymization algorithm, to improve the usability of the
anonymized data, the data with high similarity needs to be clustered into one class by a clustering
algorithm. In this paper, an improved 2-means clustering algorithm is used for clustering. Next, we
present the definition of the distance between data and tuples when applying the 2-means algorithm
for clustering, and the mean-center method designed for initial center of mass selection.

3.2.1 Definition of Distance between Data and Tuples

(1) Distance between data

For a certain numerical quasi-identification attribute, let R be a finite numerical domain, and the
distance between any values si, sj ∈ R in the tth numerical quasi-identification attribute is denoted as:

disN

(
si, sj

) = γt

|si − sj|
|smax − smin| (6)

where smax denotes the maximum value of the total value domain of the attribute and smin denotes the
minimum value of the total value domain of the attribute.

For a subtype quasi-identification attribute, let TR be a classification tree R. Assuming that the
attribute weights are calculated in the order of numerical attributes first and subtype attributes second
and that there are m numerical attributes, the distance between any values si, sj ∈ R in the τ th subtype
quasi-identification attribute is denoted as:
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disC

(
si, sj

) = γτ+m

leaf
(∧ (

si, sj

))
leaf (TR)

(7)

where leaf
(∧ (

si, sj

))
denotes the number of leaf nodes under the tree rooted by the smallest common

ancestor of si and sj in the classification tree, and leaf (TR) denotes the total number of leaf nodes of
the classification tree T .

(2) Distance between tuples

The distance between each data tuple is equal to the sum of the distances between each quasi-
identified attribute in the tuple. Denote the tuple TU = {N1, N2 . . . Nm, C1, C2 . . . Cn, S}, where
N1, N2 . . . Nm denotes m numerical quasi-identified attributes in a record, C1, C2 . . . Cn denotes n sub-
typed quasi-identified attributes in a record, and S is a sensitive attribute in a record, then the distance
between tuple TUi and TUj in this scheme can be expressed as:

dis
(
TUi, TUj

) =
m∑

t=1

distN

(
si, sj

) +
n∑

τ=1

disτC

(
si, sj

)
(8)

3.2.2 Selection of the Center of Mass

To improve the clustering effect and ensure the stability of the clustering effect, we propose a
mean-center method to select the initial center of mass for the 2-means algorithm. The algorithm
is influenced by the idea of the farthest distance in the k-means++ algorithm. It aims to find the
farthest point in the class and to avoid the problem of unstable effects caused by randomness. This
section describes how to choose the initial center of mass and how to update the center of mass in this
paper.

(1) Selection of the initial center of mass mean center method

In this paper, 2-means clustering is used for classification, and two initial centers of mass need to be
selected for each clustering. In previous studies, the most common methods for selecting two centers
of mass are the random selection method and the farthest distance method. The random selection
method can affect the effect of clustering and make the clustering results unstable. The farthest distance
method refers to choosing two points as far as possible from each other as the center of mass to make
the clustering as effective as possible [46]. However, to fix two centers of mass, we need each node to
be compared with other nodes, which have high time complexity. Based on this, we designed a mean
center of mass method to select the initial center of mass. It can avoid the unstable clustering results
and also make the selected initial center of mass as far as possible. The method is designed as shown
in Algorithm 1.

Algorithm 1: Initial center of mass selection algorithm– mean-center method (average_cen)
Input: Original data tableDT = {TU1, TU2, . . . , TUn}
Output: Initial center of mass O1,O2

1: O ← mean (DT) #Calculate the mean of all tuples in the table to obtain the mean center O
2: O1 ← farthest (O, DT) #Compute the tuple farthest from O, notated as an initial center of mass O1

3: O2 ← farthest (O1, DT) #The tuple farthest from O1 is noted as the other initial center of mass O2

When this scheme performs calculations on tuples, it refers to calculations on quasi-identifiers
only. For numeric quasi-identifier attributes, the mean value of the tth numeric attribute in the data
table can be expressed as:
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mean (Nt) =

n∑
i=1

si

n
(9)

where si denotes the value of the tth numeric attribute under the ith tuple and n is the number of tuples
in the table.

For subtype quasi-identification attributes, direct averaging operations cannot be performed like
numerical attributes. Therefore, in this paper, we design the mean value representation method for the
quasi-identified attributes of subtypes by combining the property that the mean value is the smallest
sum of squares of each number. Specifically, the mean value of the τ th subtype attribute in the data
table can be expressed as:

s = argmin
n∑

i=1

(si − s)2 (10)

mean (Cτ ) = s (11)

where s and si are the values under a quasi-identified attribute in the equivalence class.

(2) Renewal of the center of mass

The k-means algorithm, after classification, for each class to re-select the clustering center and
repeatedly iterate the clustering process until the required number of iterations is reached or the
location of the clustering center no longer changes when the clustering ends [47]. In this process, we
calculate the mean value of the data as the updated center of mass. The updated center of mass is
denoted as:

O′ = {mean(N1), mean(N2), . . . , mean(Nm), mean(C1), mean(C2), . . . , mean (Cn)} (12)

3.3 K-Anonymity Algorithm Based on Greedy Algorithm and Improved 2-Means Clustering

To make the K-anonymization algorithm improve the usability of the data while safeguarding user
privacy, we use the greedy algorithm and 2-means clustering to cluster and generalize the dataset. The
specific K-anonymization algorithm is designed as follows:

(1) Determination of identification attribute (La), quasi-identification attribute (QLa), and
sensitive attribute (S)

We consider attributes that uniquely identify a user as quasi-identifying attributes and remove
them directly. No processing is done for sensitive attributes. Other attributes, considered as quasi-
identifying attributes, are generalized.

(2) Construct equivalence classes and generalize

In this paper, we construct an equivalence class that minimizes the loss of information under the
condition of privacy protection. To guarantee the privacy of the data, based on the definition of the
K-anonymity algorithm, the processed data table should satisfy the following equation:

P (ti|DT ′) ≤ 1/K (13)

where ti denotes the ith record in the user data table and DT ′ denotes the data table after the clustering
and generalization process. To achieve a certain goal, algorithms often need to satisfy a minimum
threshold in their design. To guarantee that the amount of information loss is as small as possible, the
algorithm should also satisfy the following equation:
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K = arg minIL (DT ′) (14)

where IL (DT ′) indicates the degree of information loss in the data table DT ′ after the generalization
process. Based on this, we classify the original data based on the improved 2-means algorithm and
greedy algorithm. The overall algorithm flow is shown in Algorithm 2.

Algorithm 2: K-anonymous algorithm based on the greedy algorithm and improved 2-means (IKG_K−
anonymous)
Input: Original Data Table DT , K
Output: Anonymous post data table DT ′

1: DT = DT .delete (La) #Deleting identification attributes from the data table
2: //Initialize the center of mass and cluster
3: (α, β) ← average_cen (DT)# Selecting the initial clustering center of mass using the mean method
4: DTlc ← {α}, DTrc ← {β}
5: For TUi in DT :
6: if dis (TUi, α) < dis (TUi, β):
7: DTlc ← DTlc ∪ TUi

8: else: DTrc ← DTrc ∪ TUi

9: //Update the center of mass and re-clustering
10: α′ ← mean(DTlc), β ′ ← mean (DTrc)

11: DTlc ← {α′}, DTrc ← {β ′}
12: for TUi in DT :
13: If dis (TUi, α′) < dis (TUi, β ′):
14: DTlc ← DTlc ∪ TUi

15: else: DTrc ← DTrc ∪ TUi

16: If IL (DTlc) + IL (DTrc) < IL (DT) and |DTlc| ≥ K and |DTrc| ≥ K :
17: DT ′ = IKG_K − anonymous (DTlc, K) ∪ IKG_K − anonymous (DTrc, K)

18: else: DT ′ = DT

4 Simulation Experiments and Results

In this section, we mainly introduce the data set used for the experiments and the preprocessing
process of the data, analyze the contribution of quasi-identified attributes, and verify that the 2-means
algorithm designed in this paper can achieve better clustering results and the improved K-anonymity
algorithm can better reduce information loss.

4.1 Experimental Data Set

This experiment uses the Adult dataset from the UCI machine learning repository, which contains
partial U.S. Census data with over 30,000 records and is widely used in privacy protection and
data mining research. The dataset has been de-identified with user identification attributes, and the
remaining 15 attributes cover sub-type attributes and numerical attributes, such as age, job category,
gender, etc. In addition, among these attributes, the attribute education-num corresponds to the
attribute education, so only one attribute is kept in this paper for the experiments. Finally, we randomly
selected 1000 data in the dataset, set income as a sensitive attribute, and set the remaining 13 attributes
as quasi-identifying attributes for the simulation experiments in this paper.
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4.2 Data Pre-processing

In this paper, the data was pre-processed before the experiments, including three processes data
missing value processing, data standardization and normalization, and outlier processing.

4.2.1 Missing Value Handling

There are some missing values in the dataset, and before starting the experiment, this paper first
deals with these missing values. For numerical attributes, the missing values are filled with the average
of the data under the attribute. For the sub-type quasi-identified attribute, the missing values are
filled with the plural of the values under the attribute, and then the complete experimental data set is
obtained.

4.2.2 Data Standardization and Normalization

When clustering data using the k-means algorithm, the data needs to be standardized and
normalized to achieve accurate clustering results. In this paper, the data are standardized using the
Z-score [48]. Specifically, the data are processed by the following equation:

x′ = x − mean (x)√
Var (x)

(15)

where mean (x) refers to the mean of x and
√

Var (x) refers to the standard deviation of x. In addition,
we use the maximum-minimum normalization to normalize the data. The formula is as follows:

x′ = x − xmin

xmax − xmin

(16)

where xmax represents the maximum value of x in the data and xmin represents the minimum value of x
in the data. After processing, the data values in the data set are in the interval [0,1].

4.2.3 Outlier Processing

Outliers [49] can affect the effectiveness of k-means clustering. We use the 3σ method to detect
outliers in the data, which is based on the principle of 3σ of normal distribution to detect outlier
points. If the data is in the interval [μ − 3σ , μ + 3σ ], it is a normal point, and conversely, it is an
outlier. Specifically, the following formula can be used to determine whether a point is an outlier.

d = x − μ

σ
(17)

where μ refers to the mean of the data and σ refers to the standard deviation of the data. For outlier
points existing in the data set, they are not taken into account in the process of calculating the mean
value to select the initial center of mass.

4.3 Quasi-Identification Attribute Impact Degree Analysis

The weights of each attribute are taken into account when we design the information loss, and
they represent the degree of influence of the quasi-identified attribute on the sensitive attribute. In the
experiments, we use a machine learning [50] algorithm, namely logistic regression, to obtain the degree
of influence of each quasi-identified attribute on the sensitive attribute according to the characteristics
of the attributes, and the results are shown in Fig. 2. The algorithm can analyze the influence of the
independent variables on the dependent variable. First, we construct a logistic regression model to
obtain the coefficients of each independent variable in the model and then calculate the contribution
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of each quasi-identified attribute to the sensitive attribute based on the coefficients. Finally, the
contribution degrees are processed so that the contribution degrees of each quasi-identified attribute
are summed to 1, and the best combination of the weights of each quasi-identified attribute is obtained.

Figure 2: Degree of influence of each quasi-identified attribute on sensitive attributes

We use the absolute value of the influence degree as the weight value of each quasi-identified
attribute. Table 3 shows the attribute name, influence degree, and absolute value of the influence degree
corresponding to each attribute number.

Table 3: Each quasi-identification attribute and its influence degree

Property number Property name Degree of influence The absolute value of the impact degree

Attr_1 Age −0.00421 0.00421
Attr_2 Workclass 0.09192 0.09192
Attr_3 Fnlwgt −0.00025 0.00025
Attr_4 Education-num 0.03924 0.03924
Attr_5 Marital-status 0.07654 0.07654
Attr_6 Occupation 0.0115 0.0115
Attr_7 Relationship −0.15425 0.15425
Attr_8 Race −0.24309 0.24309
Attr_9 Sex −0.31328 0.31328
Attr_10 Capital-gain 0.01626 0.01626
Attr_11 Capital-loss 0.0439 0.0439
Attr_12 Hours-per-week 0.00454 0.00454
Attr_13 Native-country 0.001 0.001

4.4 2-Means Algorithm Improvement Effect

To verify the effect of 2-means algorithm improvement, simulation experiments are set up in this
paper to compare the clustering effect of this scheme with the clustering effect of the randomized
center of mass method. When measuring the clustering effect, we use the contour coefficient method,
which is a clustering evaluation index used to evaluate the effect of data clustering. Its value ranges
from [–1, 1], the higher the similarity of the data within a class and the lower the similarity of the
data between classes, the larger the contour coefficient will be, which means the better the clustering
effect. To enhance the accuracy of the experiment, 30 comparative experiments were conducted in this
scheme, as shown in Fig. 3 for the comparison of the contour coefficients under 30 trials.
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Figure 3: Comparison of profile coefficients under different tests

As can be seen from Fig. 3, in each experiment, the contour coefficients of the improved 2-means
method in this paper are greater than or equal to the 2-means method under random prime selection.
Therefore, it has been proved that our method has a better clustering effect. In addition, it can be seen
that the improved 2-means method adopted in this scheme obtains a stable clustering effect because
the center of mass is determined. That is, compared with the 2-means method under random center
of mass selection, our method is both stable and improves the clustering effect.

To demonstrate the magnitude of the clustering effect improvement, we compare the average
contour coefficients under a different number of experiments. In general, the more the number of
experiments, the closer to the real situation, as can be seen from Fig. 4, our method has a greater
improvement in the average contour coefficient when the number of experiments is 30. To show
the improvement of the clustering effect more specifically, the average of the improvement rate of
our algorithm under 30 experiments is calculated in this paper, and from the calculation results,
the clustering effect of our algorithm has improved by 124.92% over the 2-means method under the
random center of mass, which achieves a good improvement effect.

Figure 4: Comparison of the average profile coefficients under different number of tests
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4.5 K-Anonymity Algorithm Improvement Effect

To verify the overall improvement of the K-anonymization algorithm in this scheme, simulation
experiments are designed in this paper. First, we compared the information loss when using this scheme
with the information loss from the direct generalization of the original data table. In addition, to verify
the effect of the improvement of the 2-means algorithm on the degree of information loss of the whole
K-anonymization algorithm, the degree of information loss using our method was compared with the
degree of information loss using the randomized center of mass method.

(1) Overall information loss of K-anonymity algorithm

Fig. 5 shows the change of information loss with different K values. As the K value increases,
the information loss of the data roughly shows an increasing trend. Because the larger the K value is,
generally the more data in the generalization table, the longer the length of the generalized interval
will be, and the information loss will be larger. In addition, it can be seen from Fig. 5 that using the
method in this paper, the information loss is reduced, and the data availability is improved compared
to the original.

Figure 5: Comparison of average information loss with the original table under different K

(2) Comparison of information loss under different mass center selection methods

To verify the effectiveness of this paper’s mean-centered method in reducing the information loss
of K-anonymity, we conducted 30 experiments to compare the information loss of K-anonymity with
this paper’s method under the randomized center of mass method with different K and took the average
of the 30 experiments as the final result. As shown in Fig. 6, the method of this paper achieves a better
reduction of information loss at different K.

In addition, in this paper, K = 4, 8, 12, and 16 are uniformly chosen, and the comparison between
the randomized center of mass method and our method in terms of information loss for 30 experiments
at specific K values is plotted. As shown in Fig. 7, it can be seen that using the method in this paper can
not only improve the information loss of the K-anonymity algorithm but also keep the information
loss stable.
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Figure 6: Comparison of average information loss with random center of mass method at different K

Figure 7: Comparison of information loss under different sub-experiments

5 Conclusion

We propose an improved K-anonymity algorithm to solve the problem of user privacy disclosure in
the context of blockchain and IoT integration. This algorithm can improve the availability of data, and
because of the improvement of the initial centroid selection method of the clustering algorithm, more
stable results are achieved. In the future, privacy security issues in distributed storage and computing
[51] can be considered, and combining the K-anonymization algorithm of this paper with distributed
storage and techniques could solve privacy security issues in more scenarios. In addition, we use binary
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classification for clustering and design the initial center of mass selection algorithm only for the case
of two initial centers of mass selection, which can be subsequently extended to solve the problem of
the initial center of mass selection in multi-classification.
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