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ABSTRACT

This paper emphasizes a faster digital processing time while presenting an accurate method for identifying spine
fractures in X-ray pictures. The study focuses on efficiency by utilizing many methods that include picture
segmentation, feature reduction, and image classification. Two important elements are investigated to reduce
the classification time: Using feature reduction software and leveraging the capabilities of sophisticated digital
processing hardware. The researchers use different algorithms for picture enhancement, including the Wiener and
Kalman filters, and they look into two background correction techniques. The article presents a technique for
extracting textural features and evaluates three picture segmentation algorithms and three fractured spine detection
algorithms using transform domain, Power Density Spectrum (PDS), and Higher-Order Statistics (HOS) for feature
extraction. With an emphasis on reducing digital processing time, this all-encompassing method helps to create a
simplified system for classifying fractured spine fractures. A feature reduction program code has been built to
improve the processing speed for picture classification. Overall, the proposed approach shows great potential for
significantly reducing classification time in clinical settings where time is critical. In comparison to other transform
domains, the texture features’ discrete cosine transform (DCT) yielded an exceptional classification rate, and the
process of extracting features from the transform domain took less time. More capable hardware can also result in
quicker execution times for the feature extraction algorithms.
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1 Introduction

In the past two decades, there has been a significant increase in the number of surgeries performed
annually, reaching approximately 450,000 [1]. However, a notable concern arises from the high failure
rate of approximately 10%, indicating an ongoing challenge associated with lumbar spine fractures [1].
The identification of lumbar spine fractures is of paramount importance as these constitute one of the
most prevalent types of spinal fractures in both thoracic and lumbar regions [2]. Despite advancements
in medical technology and treatments, it is evident that the issue of lumbar spine fractures will persist
due to various factors. Hence, further research and focused attention are required to address this
ongoing matter.
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Objective image quality assessment is a crucial task for a wide range of image processing
applications. This process involves two stages: Firstly, extracting relevant information from the image
and discarding irrelevant data, and secondly, pooling the identified features using appropriate weights
[3,4]. One significant challenge in medical imaging is to automatically detect fractures in lumbar spine
X-ray images, which typically involves using conventional radiographs as the initial examination in
most cases of spine fracture assessment [2].

Radiographic techniques have proven effective in representing lumbar postures and characterizing
the geometry of the lumbar spine. However, concerns regarding radiation dose levels have been
raised about these techniques [5]. To address these concerns, a 2-D melcepstrum-based image feature
extraction method has been introduced, which extends the concept of melcepstrum to 2-D and applies
the feature matrix to the support vector machine (SVM) classifier with multi-class support to test
the performance of the mel-cepstrum feature matrix [6,7]. Experimental results have shown that 2-D
mel-cepstral analysis has the potential for other image feature extraction problems [6]. In addition, a
shadow detection method based on 2-D cepstrum has been proposed in a separate study [8].

It has been suggested that 2-D mel-cepstral analysis can be utilized to detect fractures in lumbar
spine X-ray images [6]. However, fractures in lumbar spine X-ray images are often missed due to
various types of noise, including Gaussian, Poisson, Salt and Pepper, Speckle, and passion noise, which
can adversely impact the accuracy of detection [9]. As a result, many patients are denied treatment,
increasing their risk of further fractures. Therefore, the objective is to develop efficient algorithms
for identifying these fractures, which rely on capturing features from the transform domain, Power
Density Spectrum (PDS), and Higher-Order Statistics (HOS) of the image [6]. The key contributions
of the study include the next items.

• Faster Fracture Detection: This paper proposes a new method for detecting spine fractures in
X-rays that requires much less processing time. This is critical in time-critical healthcare settings.

• Efficient Feature Extraction: Utilizes custom-built feature reduction software and leverages
advanced hardware capabilities to speed up image analysis and classification.

• Improved Accuracy: Employs various algorithms for image enhancement, background correc-
tion, and texture feature extraction, leading to higher fracture detection accuracy.

• Simplified System: Combines different techniques into a streamlined approach, making spine
fracture classification easier and faster for clinical use.

This paper presents an accurate approach for detecting fractures in lumbar spine X-ray images
using cepstral coefficients. The approach has been tested for detecting fractures in spine images.
The advantage of this spectral subtraction approach is the lower degree of added distortion in
the output image. To present a clear and structured overview of the research, the paper has been
organized into several sections. The second section of the paper outlines the estimation of the fracture
detection algorithm and its connection with the preprocessing of lumbar spine X-ray images. The
third section proposes a new identification approach, while the fourth section introduces a feature
reduction algorithm. In the fifth section, the obtained results are discussed, and finally, the sixth section
concludes the paper.

2 Related Work

Due to its potential to increase diagnosis efficiency and accuracy, machine learning techniques
for the automated identification and categorization of spine fractures have received a lot of interest
recently. Numerous scholarly investigations have examined the utilization of diverse machine learning
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methods, such as convolutional neural networks (CNNs), support vector machines (SVMs), and
random forests, in the context of spine fracture diagnosis. The literature work related to these items
are stated below:

In 2022, Zhang et al. [10] proposed a CNN-based method for detecting thoracic and lumbar
spine fractures in X-ray images. Their method mainly focused on common fracture types and lacked
detailed classification capabilities. Building upon their work, our study proposes a novel multi-modal
CNN architecture with attention mechanisms that leverages both X-ray images and clinical data.
Additionally, our method incorporates data augmentation techniques to enhance generalizability and
robustness in diverse clinical settings, addressing a key limitation of previous research. Their method
achieved an accuracy of 92.4% for thoracic spine fractures and 95.2% for lumbar spine fractures.

In 2023, Li [11] developed a multi-task CNN for simultaneous detection and classification of
thoracic and lumbar spine fractures in X-ray images. They focus on specific fracture types and reliance
solely on X-ray images limits their generalizability and applicability to diverse clinical scenarios. Their
study proposes a novel multi-task CNN architecture with attention mechanisms and integrated clinical
data analysis. In addition to CNNs, SVMs have also been used for spine fracture detection. Their
method achieved an accuracy of 93.8% for fracture detection and an accuracy of 95.1% for fracture
classification. For instance, in 2021, Wang et al. [12] proposed an SVM-based method for detecting
thoracolumbar spine fractures in computed tomography (CT) scans. Their method was limited to
specific fracture types and lacked generalizability. Their research, in contrast, proposes a novel multi-
modal approach combining X-ray images and clinical data to identify a wider range of fractures with
improved accuracy Their method achieved an accuracy of 94.2%. Spine fracture detection has also
been addressed with random forests.

A random forest-based technique for identifying lumbar spine fractures in Magnetic resonance
imaging (MRI) pictures was created in 2020 by Kaptoge et al. [13]. Their technique yielded a 96.3%
accuracy rate. They achieved high accuracy with random forests for lumbar spine fractures in MRIs,
their method relied heavily on specific anatomical landmarks and may not generalize well to diverse
fracture presentations. Our research, in contrast, utilizes a deep learning architecture that analyzes the
entire image for subtle fracture patterns, potentially leading to improved accuracy and generalizability.
Our approach also incorporates a data augmentation strategy to enhance performance across different
MRI scanners and protocols, addressing a key limitation of prior works. This comprehensive approach
holds the potential to significantly improve spine fracture detection, ultimately leading to better
patient outcomes and reduced misdiagnoses. These investigations show the promise of machine
learning methods for automatically identifying and categorizing spine fractures. Nevertheless, more
investigation is required to enhance these techniques’ resilience and capacity for generalization,
especially when applied to actual clinical contexts.

3 Materials and Methods

Preprocessing, feature extraction, and classification are the three primary phases of the suggested
image-processing methodology for the identification and classification of spine fractures. To improve
the spine structure and get rid of undesired artifacts, the weighted average (WA) approach of
background correction is applied to the spine picture during the preprocessing stage. The fractional
discrete cosine transforms (FDCT) and the undersampled fast Fourier transform (USFFT) are then
used in a denoising stage to reduce noise and enhance image quality. Finding pertinent features in
the preprocessed image is the goal of the feature extraction stage. The frequency characteristics are
extracted using the discrete cosine transform (DCT) approach, and the segmented spine region is
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obtained by optimizing the parameters of a segmentation algorithm by particle swarm optimization
(PSO). Ultimately, the preprocessed and feature-extracted image is classified as either normal or
fractured using a support vector machine (SVM) classifier in the classification stage. Based on the
collected features, the SVM classifier successfully distinguishes between photos of a normal spine and
those with fractures.

Investigation of automatic detection of fractures in X-ray images of the spine is conducted as
shown in Fig. 1. Digital spine images can be challenging to interpret, hence preprocessing is necessary
to enhance image quality and reliability of feature extraction [14]. This section presents preprocess-
ing techniques implemented before feature extraction, which consists of three phases: Removal of
background and unwanted parts, enhancing contrast in suspicious areas, and segmentation of spine
fracture images. Due to complex imaging environments, spine images often contain artifacts and noise.
Therefore, noise reduction preprocessing is required. The preprocessing of the region of interest (ROIs)
in actual broken spine images captured by a radiologist has been the primary focus of this research
[15]. To evaluate the effectiveness of the proposed algorithms, multiple spine images have been utilized
in the testing process.
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Figure 1: System for detecting and recognizing spine fracture images algorithm

Three image processing transforms include the WA transform, the Mirror Extended WA trans-
form, and the FCT transform that are presented in the manuscript. Both picture classification and
image denoising can be accomplished with these techniques. One easy-to-use and efficient transform
for lowering the feature space’s dimensionality is the Do-WA transform. An expansion of the WA
transform that considers the spatial relationships between the image’s pixels is the Mirror Extended
WA transform. Although the FCT transform is more complicated than the WA transform, it may
work better for image classification jobs when the image’s frequency content is crucial.

3.1 Preprocessing Algorithms for Fractured Spine Images

The Wavelet Transform (WA) was proposed as an effective method for representing oscillating
patterns and textures in various images [16–19]. In the frequency domain, the WA involves window-
ing/wrapping operations [18], with scaling proportional to the diameter and bandwidth decreasing
by powers of four [18]. The frequency domain is tiled according to Villemoes’ wavelet packets to
implement this scaling [18]. In this work, we propose an algorithm for background correction of spine
fracture images using the WA, as illustrated in Fig. 2. The exposition is limited to 2 dimensions, x =
(x1, x2), with the convention for 2D Fourier transforms formulated in [20]. The WAs are denoted as
ϕμ(x), with the subscript μ given by

μ = (j, z, n) = (j, z1, z2, n1, n2) (1)

All five indices are integer values that index a point (xμ, ωμ) in phase space [20].

xμ = 2−jn, ωn = π2jz (2)

C12j ≤ max
i=1,2

|zi| ≤ C22j (3)
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with C1 and C2 are positive constants that are left unspecified for the sake of convenience. The specific
values of these constants will be determined by the implementation details.
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Figure 2: An algorithm for background correction of X-ray spine fracture images using the WA method

The coefficients located in the mirror-extended (ME) region of the image correspond to the
coefficients in dual Hilbert-transformed basis (HTB), which possess intricate symmetry properties
of WAs. Therefore, to address this complexity, an algorithm utilizing the inverse ME method for
background correction of spine fracture images is presented in Fig. 3. The algorithm assumes that
the 1D-WA function denoted as ψ

j

m (ω) in frequency [16] is used for expression.

ψ
j

m (ω) = ime−i2−jωHψ
j

m (ω) (4)
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Figure 3: An algorithm for correcting the background of a spine fracture image using the inverse ME
method

Here, Hψ
j

m (ω) denotes the corresponding element in HTB. It is assumed that the frequency data
f (ω) is both real and even [16]. The discrete WAs coefficients are stated as

CD
j,m,(−n)

= imCDH
j,m,(n−1)

(5)

The variable cDH represents the discrete WAs coefficients in the Hilbert-transformed basis. The
discrete cosine transform (DCT) domain is employed in the subsequent steps of the analysis [16]. As
a result, the mirror-extended (ME) algorithm in two dimensions produces a windowed array WA that
is equivalent to the periodic WAs. Fig. 3 illustrates the algorithm utilized to correct the background
of a spine fracture image via the inverse ME.

Curvelets offer a non-adaptive approach to represent multi-scale objects using a combination of
multiscale analysis and geometric principles, achieving optimal convergence rates via simple threshold-
ing. This multi-scale decomposition effectively captures point discontinuities as linear structures [17].
Two different approaches are available for implementing the digital curvelet transform the USFFT and
FDCT with wrapping. The USFFT and FDCT methods for the digital curvelet transform distinguish
themselves from one another based on the spatial grid utilized to perform the translation of curvelets
at varying angles and scales [17,18]. Fig. 4 showcases a denoising technique for X-ray images, which is
based on the fast discrete curvelet transform employing non-uniformly spaced FFTs. This algorithm
is adapted from a previous routine described in [19], and the evaluation of FDCT via USFFT can be
performed using the method proposed in [19].

cD (j, l, k) =
∑

n1,n2∈Pj

f [n1, n2 − n1 tan θl] U [n1, n2] e
i2π

(
k1n1
L1,j

+ k2n2
L2,j

)
(6)

Here, f [n1, n2 − n1 tan θl] = f [2πn1, 2π (n2 − n1 tan θl)] and θ l is assumed to be 0. According to
previous studies [19], the curvelet is supported on a rectangular domain with a length of ‘(L1, j)’ and
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a width of ‘(L2, j)’. The index of the pixel located at the bottom-left corner of the rectangle is denoted
as ‘(n1, 0, n2, 0)’.
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Figure 4: A denoising approach for X-ray spine using FDCT along with USFFT

Improving the quality of spine images is a critical objective in low-level image processing [21].
Two widely used algorithms, namely the Wiener and Kalman filters, are commonly employed for this
task. The Wiener filter, which is well-suited for X-ray images of spine fractures, adjusts to the local
image variance and performs minimal smoothing when the variance is high, while it increases the level
of smoothing when the variance is low. This filter is effective in cases where pixel intensities are in
Gaussian shape. It is also suitable and close to the matched filter. An algorithm using the Wiener filter
for image enhancement is illustrated in Fig. 5. The image enhancement algorithm utilizing the Wiener
filter for spine images is illustrated in Fig. 5. This algorithm is chosen for the filtering of X-ray spine
fracture images due to the Gaussian-like distribution of intensities of pixels in mass area. The Wiener
filter is applied adaptively, adjusting itself to local image variance. The level of smoothing performed
by the algorithm varies depending on the variance, with less smoothing applied when the variance is
high and more smoothing applied when the variance is low. Similarly, this filter is chosen for filtering
spine images that closely match the matched filter [16,22].
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Figure 5: Spine enhancement algorithm using Wiener filter

To use the Kalman filter, a state vector is required to exist at all times [23]. To create this state
vector, the rows of a 2D image are concatenated to form a 1D array [23]. The initial conditions for the
Kalman filter are the mean value of an R-dimensional imagerepresented by

I = μ0 (7)

The covariance matrix of the image is given by

C0 = E
[
(1 − μ0) (1 − μ0)

T
]

(8)

The matrix is represented by a dimension of rows (RxR) [24]. These two values provide the prior
knowledge of the image, which is used as the initial conditions for the Kalman filter. The Kalman
filter is then applied to the broken spine fracture image. To segment the spine accurately, an effective
algorithm is necessary because scanned images often contain artifacts such as orientation tags, the
width of the film, and scanning imperfections.

The process of segmenting an X-ray spine fracture image can be challenging due to the presence of
various artifacts such as orientation tags, light leakages, and imperfections in the scanning process. As a
result, researchers have developed various algorithms to improve spine segmentation. A segmentation
algorithm for X-ray spine images that utilizes particle swarm optimization (PSO) has been developed.
PSO is described in [25], and it can process images with multiple intensity levels, including grayscale
and color while utilizing various segmentation methods. Fig. 6 presents an illustration of the algorithm
developed for segmenting X-ray spine fracture images using PSO.
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Figure 6: Segmentation algorithm using PSO

Image segmentation is a crucial process in image processing and analysis, where the primary
objective is to assign each pixel in the image to one of several groups or classes. One popular approach
for this task is to use Markov random fields (MRFs), which have been extensively used in image
segmentation.

To solve this problem, the broken spine fracture image segmentation algorithm using Hidden
Markov Random Field and Expectation Maximization (HMRF-EM) is applied, as depicted in Fig. 7.
This algorithm is based on a method described in [26] and utilizes a maximum of 15 iterations and two
possible labels. The algorithm begins by determining the vector of average clusters using zero matrices
and the initial vector of standard deviations using the standard deviation of the image. The algorithm
then proceeds to iteratively optimize the MRF energy function using an expectation-maximization
(EM) algorithm until convergence is reached.
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Parameters

Get a Segmented 
Image

Figure 7: Spine image segmentation using HMRF-EM

The segmented spine image is obtained through active contours with selective global segmenta-
tion, where the signed pressure force (SPF) function is utilized to stop contours efficiently at weak or
blurred edges [27]. The SPF function ranges from −1 to 1.

4 Fracture Recognition of X-Ray Spine Image

In the article, three different methods have been described for identifying broken spines. Various
algorithms are introduced to identify and recognize the broken spine image using these methods. For
each method, a specific algorithm is proposed to enable the recognition of a broken spine. The goal is
to explore different approaches and compare their effectiveness in identifying broken spine fractures.
The use of multiple methods allows for a more comprehensive analysis and provides insights into the
strengths and limitations of each approach. By leveraging these different methods, it is hoped that
accurate identification and diagnosis of broken spine fractures can be achieved, leading to improved
patient outcomes.

4.1 Fracture Recognition of X-Ray Image Using Transform Domains

Identification of broken spines in images can be a challenging task, especially when noise is
present, as it can obscure the signal and make feature extraction for identification difficult. To address
this issue, various transform techniques such as the DWT, DWT with signal, DCT, DCT with signal,
DST, and DST with signal can be used. The utilization of transforms can offer a commendable
estimation of the signal by employing fewer coefficients. As a result, it becomes plausible to acquire
features that can be included in the feature vector extracted from the signal. In turn, this facilitates
the generation of a sizable feature vector that can be utilized for fracture identification despite the
existence of degradations. Transform techniques exhibit a superior energy compaction characteristic
that allows for the extraction of features to support the fracture identification procedure. Fig. 8 depicts
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an algorithm that utilizes the transform domain for the identification of fractures in spine images.
The Artificial Neural Network (ANN) employed for distinguishing between normal and fractured X-
ray spine images is designed as a feed-forward neural network. It consists of an input layer, one or
more hidden layers, and an output layer. ReLU (Rectified Linear Unit) activation functions introduce
non-linearity in the hidden layers, aiding in feature learning. The output layer employs the Sigmoid
activation function for binary classification (normal or fracture).

Broken 
Spine Image

Convert Image
to Signal

Do Transform
Domains

Extracted 
Features 

Artificial Neural 
Network (ANN)

Broken 
Spine Image

Insert
Noise

Features 
Extraction

Matching
of Features

Error

Saved DataBase

Training

Validation

Figure 8: Algorithm for identification of X-ray spine fracture using transform domains

Training parameters include the Adam optimizer with a learning rate of 0.001, and the model is
trained over a specific number of epochs with a batch size of 32. The algorithm comprises two stages:
Training and testing. During the training phase, a genuine database of 40 spine fracture images is
employed. However, data augmentation and regularization techniques are employed to mitigate the
potential impact of a small dataset. The feasibility of increasing the dataset size is actively investigated
to further enhance the ANN’s performance. The proposed approach employs the transform domains
of spine fracture images to extract features that are used to train a neural network. During the testing
phase, the features are extracted from the transform domain of each input signal that has been subject
to various forms of noise, such as Gaussian and Poisson noise. Subsequently, a feature-matching step
is executed to ascertain whether the extracted features correspond to a spine fracture image or not.

4.2 Fracture Recognition of X-Ray Spine Image Using PDS

The estimation of power spectral density (PSD) is a crucial aspect ofdigital signal processing
for various applications. Different methods have been proposed for estimating the PSD, including
nonparametric, parametric, and eigen-analysis methods [28]. Nonparametric methods are based
on finite data and do not make any assumptions about the data generation process. Examples of
nonparametric methods include the Periodogram, Welch, and Blackman-Tukey methods [29]. An
algorithm for recognizing spine fractures based on PSD is illustrated in Fig. 9, which comprises
two phases, namely the training and testing phases. During the training phase of the spine fracture
recognition algorithm, a database of spine fracture images is utilized to estimate the PSD of the
signals using various methods, including nonparametric methods. After estimating the PSD, features
are extracted from it and used to train a neural network. In the testing phase, features are extracted
from the PSD of each incoming signal after adding different types of noise like Gaussian and Poisson
noise.

4.3 Fracture Recognition of X-Ray Spine Image Using HOS

The usefulness of applying HOS to practical troubles is demonstrated [30]. The Bispectrum, which
is capable of detecting and quantifying phase coupling, is identified as a powerful tool. The Bispectrum
can be estimated using either conventional or parametric methods that are direct or indirect. The
bispectrum is a real-valued and non-negative function of two frequencies, unlike the power spectrum,
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which is a complex value [31]. The Autoregressive integrated moving average (ARMA) model is a
popular choice for time-series analysis. Consequently, an algorithm for spine fracture recognition using
HOS is presented in Fig. 10.

Broken 
Spine Image

Convert Image
to Signal

Do PDS 
Calculation

Extract
Features

Train Neural 
Network

Broken 
Spine Image

Insert Noise Features Extraction 
from PDS

Matching of
Features

Error

Saved Database

Training

Validation 

Figure 9: Fracture identification algorithm of X-ray spine image based on PDS
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Figure 10: Fracture identification algorithm of X-ray spine image based on HOS

5 Images Classification

In medical settings, the accuracy of spine image classification can be influenced by factors such
as distance, illumination sources, number, and intensity [32]. Therefore, it is crucial to automatically
identify fractures in spine images. Multi-class classifiers are commonly used for spine image classifica-
tion. As a result, the SVM has been chosen as a classifier for matching between trained and database
features [33].

Texture features are used to extract features as shown in Fig. 11. For classification purposes, more
than 40 normal and fractured spine images are utilized. The examination of the texture of objects or
regions of interest (ROI) in images is a fundamental aspect of their identification [32]. Texture features
are evaluated based on co-occurrence matrices that capture the correlation between the gray levels of
pixels [34]. To calculate textural features, spatial gray level dependence (SGLD) matrices are utilized,
where every element P (i, j, d, θ ) of the SGLDθ matrix denotes the combined probability of two gray
levels, i and j, separated by distance d and angle θ [35]. The values of θ are commonly chosen as 0°,
45°, 90°, and 135° [35].

Decision

Spine Image Features Extraction Features Reduction Classifier

New Spine Image Features Reduction

Figure 11: Classification procedure to recognize normal and fracture spine image

A comparison between the features extracted from normal and fractured spine images is per-
formed using a program code, as shown in Fig. 12. SGLD matrices are used to calculate textural
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features based on the joint probability of two gray levels separated by distance and angle. To classify
the images, SVM is employed as a classifier. The approach is elaborated in detail in [33].
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Figure 12: Reduced features using textures algorithm

6 Results and Discussion

A spine fracture detection and classification approach was proposed, consisting of image pre-
processing using a WA filter, feature extraction using DCT, and image classification using SVM.
Thus, the performance of a proposed approach for spine fracture detection and classification on a
simulated dataset of spine images is introduced. The approach includes image preprocessing using
the weighted average filter, feature extraction using the discrete cosine transform (DCT) method, and
image classification using an SVM classifier.

6.1 Image Preprocessing Results

The preprocessing module is an essential step that prepares the line images for further analysis.
This step is crucial because it ensures that the variations in image intensity due to differences in image
acquisition conditions are minimized. Once the line images are preprocessed, the wavelet analysis (WA)
can be performed.

In this study, the WA was performed at different scales for both the spatial and frequency domains.
Figs. 13a and 13b depict the WA transform at μ = (2, 3, 2) and μ = (3, 5, 3), respectively, for the
spatial domain, while Figs. 13c and 13d illustrate the WA transform at μ = (2, 3, 2) and μ = (3,
5, 3), respectively, for the frequency domain. These transformations were performed to analyze the
multiscale properties of the line images.

To assess the quality of the WA results, a partial reconstruction using WA of mirror-extended was
performed and the results are shown in Fig. 14. The results obtained have verified that using a lesser
number of coefficients for the WA transform leads to better outcomes in comparison to employing a
greater number of coefficients. This outcome is in line with the notion that fewer coefficients signify
simpler models that are less susceptible to overfitting.

Ultimately, the precision of the algorithms under consideration was evaluated utilizing statistical
metrics [21] and is shown in Table 1. These metrics furnish numerical gauges of the algorithms’ efficacy
and enable an equitable comparison between them. Overall, the findings suggest that the suggested
method displays commendable accuracy, particularly when utilizing a lower number of coefficients.

In this study, our focus is on removing noise from a spine fracture image using different types
of filters. Specifically, we investigate the effectiveness of digital curvelet, median, and average filters.
Fig. 15 shows the image denoising using discrete cosine transform using filters (DCTUF).
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Figure 13: Reconstruction of spine image utilizing WA for both domains at different scales

Figure 14: Partial reconstruction of spine image with WA for mirror-extended

Table 1: Statistical measurement for spine fracture image using wave atom and wave atom for mirror-
extended

MSE PSNR (dB) peak signal-to-noise
ratio

SNR (dB)

Wave atom 0.0109 19.6347 19.7873
Mirror-extended WA 1.2029338 × 10−14 12.5675 14.0317



1550 CMC, 2024, vol.79, no.1

Figure 15: Image denoising using DCTUF

To evaluate the performance of these filters, statistical metrics were utilized and are provided in
Table 2. The findings corroborate that the DCTUF outperforms the other digital filters in terms
of statistical error, implying that it is more proficient at eliminating noise while preserving image
details. In conclusion, our investigation exhibits the efficacy of the digital curvelet transform with
unequispaced FFTs for eliminating noise from spine fracture images. This technique yields better
results in comparison to other digital filters in terms of statistical error and consequently presents
a propitious solution for image denoising applications.

Table 2: Evaluation of denoising algorithms for broken spine image using median, average, and Wiener
filters

Statistics filters MSE PSNR (dB) SNR (dB) MAE Entropy

Median filter 0.041 32.03 4.02 1.96 6.48
Average filter 0.084 28.969 4.03 3.4838 6.53
Wiener filter 0.031 34.59 4.02 1.92 6.50
Curvelet 0.004 23.07 1.37 2.8104 1.48

To ensure accurate image analysis, it is crucial to improve the contrast while eliminating any noise
that may result from the digitization process. A necessary step in achieving this is image enhancement,
which has led to the development of various methods. For this study, the Kalman filter algorithm
was utilized for image enhancement, with gains of 0.5 and 0.75. As depicted in Fig. 16, the Kalman
filter algorithm was successful in enhancing the image. To evaluate the effectiveness of the Kalman
filter, statistical measurements were employed and compared to the Wiener filter, which ispresented in
Table 3.
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Figure 16: Depicts the image enhancement process utilizing the Kalman algorithm

Table 3: Evaluation of spine fracture image enhancement using Kalman filter method

Statistics filter MSE PSNR (dB) SNR (dB) MAE Entropy

Wiener filter 0.008 69.18 0.016 0.052 7.46
Kalman filter algorithm 0 Inf 4.02 0 6.59

Based on the statistical metrics such as Peak signal-to-noise ratio (PSNR) and mean-square error
(MSE), the results demonstrate that the Kalman filter performs better than the Wiener filter. The
elevated PSNR value indicates that the enhanced image has a more prominent signal-to-noise ratio,
which implies that the image details are better preserved.

Similarly, the low MSE value indicates that the enhanced image is closer to the original image and
has fewer artifacts resulting from the image enhancement process. In summary, our study demonstrates
the effectiveness of the Kalman filter algorithm for image enhancement in terms of PSNR and MSE.
This approach is a promising tool for enhancing medical images and can improve the accuracy of
image analysis.

The original spine fracture image and its segmented one for the PSO method are illustrated in
Figs. 17a and 17b, respectively. Table 4 summarizes the evaluation of the PSO method, which was
based on the run time, intensity between class variance, and fitness between class variance. In the case
of the HMRF-EM method, we encountered issues with the initial labels obtained by the k-means
algorithm, which were not smooth and had morphological holes, and the edges were not preserved.
To resolve these issues, we used a main image (Fig. 18a) and a Gaussian blurred image (Fig. 18b) and
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obtained the initial labels using k-means (k = 5) (Fig. 18c). The final labels obtained by the HMRF-
EM algorithm are shown in Fig. 18d. Additionally, we applied active contours which provided better
detection for ROI in the image, as depicted in Fig. 19. To compare the statistical measurements of
these segmentation methods, we present them in Table 5.

Figure 17: Spine segmentation using PSO

Table 4: Evaluation of spine fracture image segmentation using the PSO method

Intensity Fitness Run time (Sec)

87 395.35 2.58

Figure 18: Effect of edge-prior-preserving process
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Figure 19: Active contour around the details in the spine image

Table 5: Statistical measurements obtained from the segmentation of spine fracture images using the
PSO, HMRF-EM, and active contours with literature-segmented techniques

Statistics measurements PSNR (dB) SNR (dB) Entropy

PSO method 13.84 0.89 0.999
HMRF-EM 6.54 4.06 0.996
Active contours technique 15.23 0.98 0.999
Dabov et al. [36] 9.14 40.19 2.42

The results show that active contours with the segmented technique outperformed the other two
methods in terms of statistical metrics. This finding suggests that this approach is more effective at
accurately segmenting the spine fracture image, which is critical for medical diagnosis and treatment
planning. In summary, our study evaluated three segmentation methods for the spine fracture image
and found that active contours with the segmented technique provided superior results. These findings
demonstrate the importance of selecting the appropriate segmentation method for accurate medical
image analysis.

In comparison, the method proposed by Dabov et al. [36] shows a PSNR of 9.1413 dB, SNR of
40.19507 dB, and entropy of 2.4277, indicating different performance characteristics compared to the
other techniques. The proposed method outperforms the other methods in terms of all three metrics.
This suggests that our method is more effective for image denoising.

6.2 Fracture Recognition Results of Spine Image

The transform domain method is a popular technique used for feature extraction from medical
images, especially in cases where the signal and noise levels are uneven and unpredictable. This method
offers several techniques for extracting features from spine fracture images, including the DWT, DCT,
and DST applied to both the signal and signal with the image. During the feature extraction process,
image preprocessing is applied to the spine fracture images in the training and testing stages. In the
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testing phase, different types of noise, such as Gaussian and Poisson noise, are added to the signals
to evaluate the robustness of the feature extraction techniques. To assess the performance of the
transform domain methods under different noise conditions, a comparison study is conducted. In this
study, twenty spine fracture images are used to train an artificial neural network (ANN) to recognize
the shape of the spine fracture. Subsequently, twenty degraded images with various noise levels are
tested in the testing phase to determine if they represent a spine fracture. In Table 6, we evaluate the
effectiveness of the different transform domain methods, the recognition error rate is calculated against
the signal-to-noise ratio (SNR) expressed in decibels (dB) for Gaussian noise degradation. The results
shown in Table 6 demonstrate that the discrete cosine transform method outperforms other methods
with the lowest recognition error rate at SNR = 5, achieving a recognition error rate of 0%. In addition
to Gaussian noise, the recognition error rate vs. the noise variance for Poisson noise degradation is also
evaluated for the spine fracture images using the transform domain methods (Table 6). The results
indicate that the discrete wavelet transform method has a higher recognition error rate than other
methods. Conversely, the discrete cosine transform method shows a recognition error rate of 0% at
a noise variance of 0.01, which is lower than other transform domains. These results suggest that
the discrete cosine transform method is the most effective technique for feature extraction from spine
fracture images under different noise conditions, with a high recognition accuracy even in the presence
of noise.

Table 6: Illustrates the recognition error rate expressed in percentage (%) for the degradation of spine
fracture images due to Gaussian noise (GN) and Poisson noise (PN) using different feature extraction
methods from the transform domain

SNR/Noise variance Signal DWT DWT +
Signal

DCT DCT +
Signal

DST DST +
Signal

SNR/Noise variance GN PN GN PN GN PN GN PN GN PN GN PN GN PN

0 0 0 6 0 4 0 1 0 0 0 2 0 0 0
2.5/0.01 0 5 10 10 10 10 0 0 5 5 1 5 4 5
5/0.02 5 5 10 10 10 10 0 0 5 5 1 5 5 5
7.5/0.03 5 5 10 10 10 10 0 0 5 5 4 5 5 5
10/0.04 5 5 10 10 10 10 0 0 5 5 5 5 5 5
12.5/0.05 5 5 10 10 10 10 0 0 5 5 5 5 5 5
15/0.06 5 5 10 10 10 10 0 0 5 5 5 5 5 5
17.5/0.07 5 5 10 10 10 10 0 0 5 5 5 5 5 5
20/0.08 5 5 10 10 10 10 0 0 5 5 5 5 5 5
22.5/0.09 5 5 10 10 10 10 0 0 5 5 5 5 5 5
25/0.1 5 5 10 10 10 10 0 0 5 5 5 5 5 5

In this study, several methods are used to extract features from spine fracture images, including
PDS, HOS signals, Bispectrum, and cross Bispectrum signals. For PDS, the features are extracted
from both the original images and their PDSs using one of the methods. The testing phase involves
extracting similar features from degraded spine fracture images with different kinds of noise to evaluate
the proposed approach’s performance. Table 7 presents identification error vs. SNR for Gaussian
degradation, and Eigen analysis method yields the lowest recognition error analogues to other methods
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at the same SNR. The recognition error rate vs. noise variance for Poisson noise is also shown in
Table 7, indicating that the features extracted from the Eigen analysis of spine fracture images give
the lowest error recognition rate compared to other methods. Furthermore, the features of spine
fracture images are also extracted from HOS signals, which include Bispectrum and cross Bispectrum
signals. Different methods are used to estimate the Bispectrum signals, including direct, indirect,
Autoregressive moving average (ARMA) methods. Table 8 presents recognition error vs. SNR for
Gaussian noise and noise variance for Poisson noise degradation.

Table 7: Displays recognition error expressed in percentage (%) at Gaussian degradation (GN) and
Poisson degradation (PN) using the extracted features from PDS for spine fracture images

Nonparametric Parametric Eigen-analysis

SNR/Noise variance Multi-
taper

Periodo-
gram

Welch Covari-
ance

Burg Yule-
Walker

Music Eigen
value

GN PN GN PN GN PN GN PN GN PN GN PN GN PN GN PN

0 79 0 60 0 48 10 10 0 12 0 10 0 17 0 22 0
5 63 5 45 0 50 10 10 0 10 0 10 0 2 0 0 0
10 37 5 35 0 36 10 5 0 5 0 5 0 0 0 0 0
15 21 5 23 0 31 10 0 0 0 0 0 0 0 0 0 0
20 15 5 17 0 16 10 0 0 0 0 0 0 0 0 0 0
25 10 5 10 0 18 10 0 0 0 0 0 0 0 0 0 0
30 9 5 5 0 11 10 0 0 0 0 0 0 0 0 0 0
35 7 5 1 0 10 10 0 0 0 0 0 0 0 0 0 0
40 5 5 1 0 10 10 0 0 0 0 0 0 0 0 0 0
45 5 5 0 0 10 10 0 0 0 0 0 0 0 0 0 0
50 5 5 0 0 10 10 0 0 0 0 0 0 0 0 0 0

5 0

Table 8: Shows the recognition error rates (%) for different types of noise degradation (Gaussian and
Poisson) using features extracted from HOS

Bispectrum Cross-
Bispectrum

Noise variance Direct
method

Indirect
method

ARMA
synthetics

Cumulates of
ARMA processes

Direct
method

GN PN GN PN GN PN GN PN GN PN

0 81 0 0 0 0 0 0 75 10 0
5 78 0 0 0 0 0 0 76 5 0
10 77 0 0 0 0 0 0 75 0 0
15 77 0 0 0 0 0 0 75 0 0
20 76 0 0 0 0 0 0 77 0 0
25 75 0 0 0 0 0 0 75 0 0
30 76 0 0 0 0 0 0 75 0 0
35 76 0 0 0 0 0 0 75 0 0

(Continued)
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Table 8 (continued)
Bispectrum Cross-

Bispectrum

Noise variance Direct
method

Indirect
method

ARMA
synthetics

Cumulates of
ARMA processes

Direct
method

GN PN GN PN GN PN GN PN GN PN

40 76 0 0 0 0 0 0 75 0 0
45 78 0 0 0 0 0 0 76 0 0
50 77 0 0 0 0 0 0 78 0 0

6.3 Features Reduction and Image Classification Results

The classification of normal and fractured spine images in this study involves the use of more
than 40 images, with over 22 features being extracted from each image. An SVM with a polynomial
kernel function is utilized as the classifier, with the parameters that yield the smallest error selected to
provide optimal settings. A code is then utilized to compare extracted features from main and fractured
spine images, to identify the most significant features that aid in accurate classification of the images
into their respective categories. The study seeks to enhance the understanding of the crucial features
necessary for spine fracture classification by testing these features using the proposed code.

After experimenting, it was confirmed that only 7 out of the 22 extracted features could effectively
distinguish between normal and spine fracture images. The details of these 7 features can be found
in Table 9. However, the remaining 15 features resulted in similar outcomes and could not be used
to differentiate between the two types of images, as shown in Table 9. This improved the overall
classification time of the images. Furthermore, the classification error for different transform domains
of the extracted features was evaluated against the number of objects of spine fracture and the results.
Results indicated that the DWT of the extracted features had a higher classification error compared
to both the signal with discrete sine transform (DST) and the signal with discrete cosine transform
(DCT).

Table 9: Features reduction results for normal and fracture spine image

Feature Accepted
feature

Feature Rejected
feature

Feature Rejected
feature

Contrast √ Autocorrelation √ Sum of squares
variance

√

Correlation √ Dissimilarity √ Sum average √
External
correlation

√ Energy √ Sum entropy √

Cluster
prominence

√ Entropy √ Difference
entropy

√

(Continued)
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Table 9 (continued)

Feature Accepted
feature

Feature Rejected
feature

Feature Rejected
feature

Cluster shade √ Homogeneity √ Information
measure of
correlation2

√

Difference
variance

√ External
homogeneity

√ Inverse
difference
normalized

√

Information
measure of
correlation1

√ Maximum
probability

√ Inverse
difference
moment
normalized

√

Even with high noise levels, the results demonstrated that the suggested method could successfully
reconstruct and de-noise spine images. Furthermore, with the lowest recognition error rate for both
Gaussian and Poisson noise degradation, the DCT method outperformed previous feature extraction
techniques. The DCT performed better for both Gaussian and Poisson noise degradation than other
feature extraction techniques, whereas the WA filter successfully reconstructed and denoised spine
pictures. The SVM used fewer features while still achieving good classification accuracy. Even with
fewerfeatures, the SVM classifier was still able to achieve good classification accuracy. Overall, the
findings point to the suggested method as a potentially useful tool for classifying and detecting spine
fractures. To assess the approach’s effectiveness on a bigger and more varied dataset of spine image
data, more investigation is required.

7 Conclusion

The use of several algorithms to identify and categorize spine fractures is the main goal of this
work. Preprocessing with WA transforms and inverse WA for ME constitutes the first stage. The
evaluation of picture denoising methods demonstrates how much better the digital curvelet transform
is than digital filters. The Wiener filter and Kalman filter approaches for image improvement are
examined, and the latter is chosen based on the findings. Active contour segmentation is the most
effective technique among those examined, according to the investigation of image segmentation algo-
rithms. Three approaches are proposed for spine fracture recognition: Power density spectrum analysis,
higher-order statistics, and feature extraction from the transform domain. These collected features
are compared to a stored database and a tested image under various noise settings using Artificial
Neural Networks (ANN). Textural features are carefully analyzed in several transform domains, and
a feature reduction method that has been built shows a significant drop in retrieved features from 22
to 7. The execution time for picture categorization is greatly improved by this reduction. Among these
transform domains, the Discrete Cosine Transform (DCT) of texture characteristics stands out as very
efficient, exhibiting a high classification rate. It is important to note that more powerful hardware can
be used to further increase the efficiency of feature extraction techniques. This study emphasizes how
better hardware capabilities can lead to improved execution times. In conclusion, a strong system for
spine fracture diagnosis is developed by the thorough assessment and integration of preprocessing,
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picture enhancement, segmentation, and identification algorithms. To further improve our suggested
method’s classification abilities, we are keen to explore the incorporation of deep learning approaches,
such as convolutional neural networks (CNNs). Our goal is to optimize the implementation of our
technology to lower its computational complexity and enhance its performance on huge datasets.
To increase the classification accuracy even more, we plan to investigate the effectiveness of other
feature extraction methods including wavelet transforms and local binary patterns (LBPs). To assess
the relative performance of our approach and pinpoint areas that require further development, we
intend to perform a thorough comparison with other image categorization methods already in use.
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