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ABSTRACT

The automatic collection of power grid situation information, along with real-time multimedia interaction between
the front and back ends during the accident handling process, has generated a massive amount of power grid
data. While wireless communication offers a convenient channel for grid terminal access and data transmission,
it is important to note that the bandwidth of wireless communication is limited. Additionally, the broadcast
nature of wireless transmission raises concerns about the potential for unauthorized eavesdropping during data
transmission. To address these challenges and achieve reliable, secure, and real-time transmission of power grid
data, an intelligent security transmission strategy with sensor-transmission-computing linkage is proposed in this
paper. The primary objective of this strategy is to maximize the confidentiality capacity of the system. To tackle
this, an optimization problem is formulated, taking into consideration interruption probability and interception
probability as constraints. To efficiently solve this optimization problem, a low-complexity algorithm rooted in deep
reinforcement learning is designed, which aims to derive a suboptimal solution for the problem at hand. Ultimately,
through simulation results, the validity of the proposed strategy in guaranteed communication security, stability,
and timeliness is substantiated. The results confirm that the proposed intelligent security transmission strategy
significantly contributes to the safeguarding of communication integrity, system stability, and timely data delivery.
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1 Introduction

With the advancement of power systems, power communication plays an increasingly important
role in the field of modern energy [1,2]. Power communication is not only used for data transmission
and exchange of control commands but also plays a key role in the process of energy production,
transmission, and distribution. However, the data transmission involved in power communication
covers a large amount of critical information, involving key aspects such as power supply stability,
load management, equipment status monitoring, and emergency response [3]. Therefore, the security
and reliability of power communication have become the cornerstone of the stable operation of the
power system.

In today’s digital environment, power communication is facing increasing cyber security threats
(Data leaks, malware, and denial-of-service attacks are constantly evolving). New challenges have been
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posed to the security and stability of power communication [4-6]. Attackers may attempt to steal
sensitive data, damage critical equipment, and disrupt communication links, thereby causing severe
impacts to power systems. For example, attackers may affect the operation and control of the power
system by tampering with data transmission intercepting communication traffic, and even causing
equipment damage and power interruption, bringing huge economic and security risks to society.

In response to these threats, ensuring the safe transmission of power communication has become
a top priority [7-9]. Traditional communications security measures are no longer sufficient and a more
advanced and comprehensive approach is required to address the ever-changing threat environment
[10]. Based on sensor-transmission-computing, this paper proposed a secure transmission strategy
for power communication. This strategy is based on the Distributed Proximal Policy Optimization
(DPPO) algorithm of Deep Reinforcement Learning (DRL) and selects the relay nodes in the
signal transmission process of the electric power Internet of Things (IoT), aiming at ensuring data
confidentiality and integrity [8]. Based on security and availability, the system’s confidentiality capacity
is maximized, and the overall security and robustness of the power communication system are
improved.

The chapters of this paper are arranged as follows:

Sections | and 2 reviewed the importance of power communication and the current security
challenges, followed by an introduction to traditional communication security measures and their
limitations.

Section 3 elaborated on the proposed secure transmission strategy for power communication,
including its core principles, key technologies, and application scenarios.

Section 4 constructed the strategy model and problem model, and transformed them into the
Markov Decision Process (MDP) process.

Sections 5 and 6 solved the problem model based on DRL, and compared and analyzed it with
traditional methods through simulation experiments.

Section 7 summarized the innovations and advantages of this strategy will be highlighted, and
future research directions will be envisioned.

Through the research of this thesis, we provided a new relay strategy selection method for the
secure transmission of power communication. This strategy is not only of great significance to the
power industry but also has certain reference significance for data transmission and network security
in other key areas. It is hoped that the strategy of this paper can bring useful guidance and inspiration
for further research and practice in the field of power communication security.

2 Related Works

With the digital and intelligent transformation of the power system, the secure transmission
of power communication has attracted widespread attention, and many studies have been devoted
to developing various strategies and methods to guarantee the integrity and availability of power
communication data. In this section, we review research work in related fields, including traditional
power communication security strategies, network isolation techniques, encrypted communication
methods, and Al-based secure transmission strategies.
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2.1 Traditional Power Communication Security Strategy

The traditional power communication system mainly relies on the closed-loop structure, and the
data is transmitted at the physical level, which is relatively closed, so the security risk is relatively low
[11]. However, with the application of information technology, the power system is gradually changing
to an open network, which introduces new security challenges. Early traditional power communication
systems usually adopted security policies based on firewalls and access control lists to protect the
system from external attacks. For example, references [| 2] and [13] presented the implementation of a
firewall-wise system intended to protect a target distribution network, which communicates with field
devices and remotely controls processes from a computer screen. However, these traditional methods
may become insufficient in the face of complex network environments and advanced threats.

2.2 Network Isolation Technology

To reduce the impact of external attacks on the power communication system, some studies have
focused on using network isolation technology to isolate the power communication network from
other networks. Technologies such as virtual private networks (VPNs) and isolation gateways are
widely used to physically isolate power communication data from other data, thereby reducing the risk
of external attacks. Reference [14] introduced five solutions to the sparse reward problem, including
reward design and learning, experience replay, exploration and exploitation,multi-goal learning,
and auxiliary tasks, to solve the power communication problem. Reference [15] proposed a novel
personalized federated learning with privacy preservation (PDP-PFL) algorithm based on information
fusion. Reference [16] proposed a kind of method for improving the generating unit-tripping strategy
using deep reinforcement learning. However, as the complexity of power communication networks
increases, a single isolation technique may not provide sufficient security.

2.3 Encrypted Communication Method

Encrypted communication is a common method of ensuring data confidentiality by encrypt-
ing transmitted data decrypt. Symmetric encryption and asymmetric encryption are two common
encryption methods. Many research works have explored how these encryption methods can be
applied to power communication to protect the confidentiality of sensitive data [17]. Reference [18§]
analyzed the current state of the digital twins’ paradigm and classified potential threats related to it
while considering its functional layers and operational requirements to achieve a more complete and
useful classification. However, in the power communication scenario with high real-time requirements,
encrypted communication may introduce a large delay, thereby affecting system performance.

2.4 Artificial Intelligence-Based Security Transmission Strategy

In recent years, artificial intelligence (AI)-based secure transmission strategies have gradually
attracted attention. Al technology can analyze vast amounts of network data, detect anomalous
behavior, and identify potential threats. For example, deep learning models can be used for intrusion
detection and behavioral analysis, helping to discover unknown attack patterns [19]. In addition,
reinforcement learning algorithms also have potential in security decision-making, adapting to
changing threat environments [20]. However, the application of Al-based methods in the field of power
communication is still in its infancy, requiring more research and experimental verification.

In conclusion, research in the field of power communication security transmission covers tra-
ditional security strategies, network isolation technology, encrypted communication methods, and
strategies based on artificial intelligence. Although these methods have improved the security of power
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communication to some extent, there are still many challenges and limitations. Therefore, this paper
proposes a new secure transmission strategy for power communication to address the deficiencies of
existing methods and provide a more efficient and flexible solution. In the next section, we detail the
rationale and design ideas of the proposed strategy.

3 System Model
3.1 Network Model

Power Internet of Things is an innovative model that applies IoT technology to power systems,
aiming to realize intelligent monitoring, management, and optimization of power systems. It closely
combines the IoT technology with the power system to build an intelligent power network, reliability,
and sustainability of the power system [21-23]. The network model of the power is based on the
core characteristics of the IoT technology, that is, the connection between devices, data exchange,
and intelligent decision-making are realized through wireless sensors, communication technology, and
data analysis in the power system, this means real-time monitoring of key elements such as power
equipment, lines, and transformers through the deployment of sensor devices, smart meters, and data
communication technologies [24—26]. With the improvement of hardware technology, the development
of power IoT has entered a new stage—the edge collaboration stage of computing vertical distribution
enabled by edge computing. As shown in Fig. 1, this diagram illustrates a network architecture model
for data sensor, transmission, and collaborative computing. This model, commonly referred to as the
sensor-transmission-computing linkage, has gained popularity in power [oT systems in recent years.

il
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BEEE & . —— -
Terminal Edge Cloud Sensory Data
Awareness Node  Transport Node Computing Node Signal Transmission

Figure 1: System model

Under this model, a complete computing task would be divided into multiple segments, distributed
among end nodes, edge nodes, and cloud processing centers. The functions of various entity nodes are
as follows:

1) Terminal sensor node: The terminal perception node of the power Internet of Things refers to
the intelligent devices or sensors distributed in all links of the power system. End nodes can be installed
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in various links such as power generation, power transmission, and power distribution to collect real-
time power data, such as current, voltage, frequency, power, etc. Through data collection and a small
amount of calculation, the operating status of the power system can be understood in real-time and
fed back to adjacent edge nodes, which helps to quickly find problems and abnormalities.

2) Edge transmission node: The edge transmission node plays the role of data collection,
preliminary processing, and real-time communication in the power Internet of Things. By analyzing
and responding to the data locally, it provides real-time data support for operators and managers,
helping them make faster and more accurate decisions, and improving the real-time efficiency of power
systems.

3) Cloud computing node: This is the core of the power 0T, and it is a platform covering functions
such as data storage, processing, analysis, and management. At this layer, data is aggregated, stored,
processed, and analyzed for intelligent decision-making and control.

The introduction of the power Internet of Things network model will bring new intelligence and
automation capabilities to the power system, which will help improve the reliability, availability, and
maintainability of the power system. However, data privacy and network security issues are also worth
noting to guarantee system stability. The power IoT network model will bring revolutionary changes
to the power industry and pave the way for the development of future smart power systems.

3.2 Relay Process Model

Based on the sensor-transmission-computing linkage network architecture, this paper proposes
an intelligent security transmission strategy based on DRL. To maximize the system confidentiality
capacity, the confidentiality rate and calculation rate of information during wireless transmission are
maximized.

As shown in Fig. 2, the power wireless network system model can be composed of a source node
S representing sending data, a destination node D representing receiving data, multiple trusted relay
nodes {node;|1 < i < N}, and multiple eavesdropping nodes composed of {¢;|]1 < i < E}, trying to steal
data from relay nodes.

In a network containing multiple relay nodes, a cooperative transmission scheme can be used to
improve the secrecy capacity of the system.

The cooperative transmission scheme is a communication strategy that improves the performance
of the communication system by coordinating multiple transmission nodes (such as terminals, relays,
servers, etc.). This cooperative transmission can play a role in many aspects, including increasing trans-
mission rate, reducing transmission delay, increasing network capacity, reducing energy consumption,
etc. Common cooperative transmission schemes include:

1) Multi-hop transmission: Multiple relay nodes are set up in the network, and data can be
transmitted through multiple relay nodes in a hop-like manner, thereby expanding the transmission
range and coverage.

2) Network coding: Using network coding technology, the terminal can encode data during
transmission so that the receiving node can reconstruct the original data through decoding. This is
especially useful in combating channel errors and packet loss.

3) Multi-path transmission: The data is transmitted to multiple paths at the same time, and the
receiving end can receive data from different paths to increase transmission reliability and reduce the
impact of channel attenuation.
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Figure 2: Relay process model

4) Joint transmission: Multiple terminals or nodes can jointly transmit data in time and frequency
to improve spectrum efficiency and system capacity.

The collaborative transmission scheme can be customized according to specific application
scenarios and communication requirements. By exploiting the collaboration among different nodes,
the system efficiency and reliability can be improved. These solutions are usually applied in different
communication standards, such as wireless networks, 10T, etc.

The transmission strategy proposed in this paper aims to use the cooperative work of relay nodes
to enhance the confidentiality of communication links through reasonable cooperation. The following
is a description of the cooperative transmission scheme proposed in this paper.

Assume that there are multiple relay nodes, namely N > 1, the information transmission is carried
outin{7;| (1 <i < N + 1)} timeslots. In T} time slot, the source node S transmits a signal s, the power
of s is P,. Therefore, the signals received at the destination node D, the i-th relay node node;, and the
i-th eavesdropping node ¢; are, respectively:

Y (8) = v/ Phhsps + 25 (5) (D)
yn()del- (S) = \/F.\'hSm)de,-S + Znotle,- (S) (2)
Ve, (8) = v/ Phsyis + 2, () (3)

Among them, A, represents the complex channel gain from S to D, Ay, represents complex
channel gain from S to node;, hs,, represents complex channel gain from S to the k-th eavesdropping
node ¢,. The relay node node; performs an XOR encoding operation on the received signal and its
observation results to obtain the encoded data y;w de; 8- 2D Znode, and z,, are additive white Gaussian
noises with received variance o>

In the next time slot, the communication between S and D is realized through the correct
cooperation of the relay node to encode signal 5. Assume that the trusted relay node of T < N is
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selected from the relay nodes of N, and continuously sends data to D in a time slot 7. Therefore, in
the a-th time slot, the signals received by D, node;, e, are, respectively:

Yb (Cl) = \/FahnodegDS + Zp (a) (4)
ynodci (a) = \/Fahnodeanodcis + Znode,- (Cl) (5)
Vo, (@ =V Pistege, S + 2o, (@) (6)

Among them,a =1,2,....N+1,i=a+1,a+2,...,N + 1, P, are transmission power of the
a-th trusted relay node, 4,4, represents the complex channel gain of the link between the a-th trusted
relay node and D, /,,4,100., TEPresents the complex channel gain of the link between a-th trusted relay
node and the i-th trusted relay node, /., represents complex channel gain of the link between the
a-th trusted relay node and the k-th eavesdropping node. Similarly, node; performs the XOR coding
operation on the received signal and its observation results to obtain the coded data y,, ie; (@)

Assume that the transmit power of the relay node is Py,,/T, where Py, is the total transmit
power of all trusted relay nodes. All relay nodes use maximum ratio combining technology to process
the received signals and perform XOR coding operations. According to Shannon’s theorem, in a time
slot a 4 1, the signal rates received by the destination node D, node,, e, are, respectively:

1
Z7D - T—-Hlb (1 + aS,DPs + anode.D (PToral/T)) (7)
lb (1 + aSAm;de,-P.\')
ﬁm)dei = 1 (8)
71b (1 + aS,nude,'Ps + anude,' (PTotul/ T))
1
ﬂpk = T—Hlb (1 + aS,esz + anode.ek (PTala//T)) (9)
where
aS,nodel- == {hS,n(Jdel- ’ /82 (10)
T
2
anode,D = Z hm)de,-,D‘ /52 (1 1)
i=1
i—1
am)de,- = Z hm)de,,n()tle,- ’ /82 (12)
t=1
T
2
anoda,ek = Z hnud(’f,f’k| /82 (13)

i=1

Express the SNR ratio of the received signal at the destination node D, node;, e,. The above
formula expresses the maximum transmission rate of the channel, that is, the signal rate. In the secure
communication of the power IoT, if encryption technology is introduced to protect the data, the
channel capacity can also be used to calculate the confidentiality capacity, that is the maximum number
of confidential bits that can be transmitted.

The calculation of confidentiality requires attention to channel limitations, as well as the impact
of encryption and decryption. In secure communications, part of the channel capacity may be used
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to transmit keys, while another part is used to transmit the actual secret information. Therefore, the
secrecy capacity is expressed as:

Cp=0p—wp (14)
Cnodei = 19n0dei - Wm)de[ (15)
C(,k =T — We, (16)

Among them, w), is the payload channel capacity of the destination node D, w,,,,, is the payload
channel capacity of node;, w,, represents the payload channel capacity of e,. Therefore, in the proposed
transmission strategy, the system’s achievable secrecy capacity is:

C:max[cD—Zc%,o] (17)
k

To ensure the feasibility of the above transmission strategy, it is necessary to ensure that the
relay node can correctly encode and decode the signal from the source node, the outage probability
constraint, which can be expressed as:

Cnatle[ Z Cmin (18)
where C,;, is the minimum load channel capacity to ensure successful encoding and decoding.

In addition, it is necessary to ensure that the eavesdropping node cannot intercept the relay signal,
otherwise, the confidentiality of the signal reaching the destination node D cannot be guaranteed, that
is, the interception probability constraint needs to be satisfied, which can be expressed as:

C, <C,. (19)

Ek J—
Among them, C,,,. is the maximum load channel capacity to ensure that the eavesdropping node
cannot intercept the relay signal.

In the case of Nrelay nodes, when node; relay nodes are activated, (node;, N),1 < i < N can be
considered, and the possible relay selection strategy is:

N

al N!
> (node, Ny = Y (2% —1) (20)

Therefore, the goal of this paper is to find a relay selection strategy under all relay selection
strategies, which can maximize the secrecy capacity under the constraints of outage probability and
interception probability.

4 Markov Decision Process Analysis of Relay Strategy Selection
4.1 Action

In the problem scenario described in this paper, the number of relay nodes is N, so the Markov
Decision Process (MDP) action in reinforcement learning is defined as:

A={a1:a25~'aan}aai€{051} (21)

a; = 1 indicates that node, is selected as the node for relay forwarding.
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4.2 State

Since the selection of the relay strategy is only related to the signal status received by the current
destination node, relay node, and eavesdropping node, the MDP state can be expressed as:

S:{yD;ynode,-ayek}aie[lan]’ke[l’K] (22)

In the scenario of this paper, the next state after the state transition is not deterministic, because
the target node of the next relay is not known. Therefore, the state transition probability is related to
the action and the current state, namely:

P =P[S, =518 =54 =d (23)

4.3 Reward

The reward represents the environment’s evaluation of the last action feedback. In the scenario of
this paper, optimization aims to maximize the confidentiality capacity while balancing the constraints
of outage probability and interception probability. Therefore, the reward for the model is:

R= C:maxiCD—ZCgk,O} 24)
k

5 Relay Strategy Selection Algorithm Based on DRL
5.1 DPPO

The proximal policy optimization (PPO) algorithm uses the same neural network structure as the
actor-critic. PPO is based on the actor-critic model, which uses the ratio of the updated new strategy
to the old strategy to update, limiting the magnitude of the strategy update makes the whole algorithm
more stable.

The DPPO algorithm is based on the PPO algorithm, adding multiple threads and increasing
the learning rate. The DPPO algorithm uses the advantage function A, (s, @), which represents the
advantage of choosing an action « in state s, which has a similar effect to the Q-value of Q-learning.

The difference is that 4., (s, @) evaluates the quality of each action taken in a certain state relative to
the average return, that is, the advantage of taking this action, while the Q-value evaluates the quality
of each action taken in a certain state. 4, (s, a) can be expressed as:

An (Sa al) = R?T (Sa Cl) - VT! (S) (25)
R, (s,a)=r(s,a)+y Z PV, (s) (26)

ses

V. (s) = Z w(als) |:r (s,a)+y Z P,V (s’)i|

acA seS

=> 7| s)R, (s.q) (27)

acA

n(x) =n () +E. [Z A, (s, a)} (28)

=0
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J =max,E, |:Z A, (s, a):| (29)

The above formula represents the expected value of the cumulative reward report of the new
strategy relative to the old strategy as the network parameters are continuously updated. The above
formula represents an objective function. In practice, to have higher robustness, the method of selecting
a clip proxy target instead of the update method of the above formula can be expressed as Table 1.

J6) =E (min {r, ©) A, clip[r, (0),1 —¢, 1 + s]A,}) (30)
J = max,E, |:Z A, (s, a):| 3D

where r, () is the probability ratio of the old and new strategies, (1 — &, 1 4 ¢) is the boundary range

of the clip, and 4, is the estimated value of the advantage function for » time steps.

Table 1: DPPO-based relay strategy selection algorithm

Algorithm 1 DPPO-Based Relay Strategy Selection Algorithm

Input: Network Initial State

IxGlobal Agentx/
Repeat 7 =1,2,...,N
Repeatr=1,2,...,N
According to strategy to get s,, a,
According to formula (24) to get r,
Approximate calculation, get R, (s,, a,), v, (5,), A, (s;, a,)
End repeat
Input the obtained data to the agent of DPPO.
Update the old strategy to the existing strategy.
Optimize agent loss, update strategy and critic network parameters.
End repeat
I%xSub Agent:x/
Repeat 7 =1,2,...,N
Repeatr=1,2,...,N
According to strategy to get s,, q,
According to formula (24) to get r,
Approximate calculation, get R, (s,, a,), v, (s,), A, (S, a,).
Input the obtained data to the agent of PPO.
Update the old strategy to the existing strategy.
End repeat
Repeat m = {1,2,..., U}

Calculate J(0) = E, (min {r, ©) /i,, clip[r, @) ,1 —e, 1+ s]A,})

(Continued)
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Table 1 (continued)

Pass the consolidated information to the general agent of DPPO.
Update actor network parameters.
Update critic network parameters.
Wait until all threads’ agents have finished running.
End repeat
The agent of DPPO calculates the gradient.
Update strategy network parameters for the agent of DPPO.
End repeat
Output: The Selection Strategy of Relay Nodes

5.2 DPPO-Based Relay Policy Selection Algorithm

Using the DPPO algorithm to solve the relay strategy selection scheme (RSSA) optimization
problem, the algorithm flow is shown in Table 1.

6 Simulation and Analysis

For benchmarking, we choose to compare the 2-hop transmission scheme with RSSA. In addition,
to verify the effectiveness of DPPO in solving the problem of relay strategy selection, this paper
simulates the simulation results of CNN and Q-learning and compares them.

Assume that the number of source nodes and destination nodes is 1, the number of relay nodes
is 5-20, the number of eavesdropping nodes is 1-5, the positions of eavesdropping nodes are random,
and all channels have the same Independently distributed Rayleigh fading, set the total transmit power
P, = 50 dBm, noise power o> = —20 dBm, and path loss exponent to 3.5.

In this paper, the number of threads in the DPPO algorithm is set to 4, the reward discount
factor is 0.95, and the policy update step is 200, that is, when the agent performs 200 trainings, the
network parameters are updated once. In the reference CNN model, the learning rate is 0.001, and the
parameters such as step size are consistent with DPPO. In the reference Q-learning model, the initial
Q-value is 1, and the remaining parameters are consistent with DPPO.

Figs. 3 and 4 are the convergence of different reinforcement learning algorithms with the training
process under the same system environment. It can be observed that the loss of the DPPO algo-
rithm gradually decreases as the training progresses, indicating that model performance is gradually
improved, the error of the model in prediction is reduced, and the accuracy rate is gradually improved,
which means correct classification ratio of the model in the sample is constantly increasing. The model
fits the training data better. However, the loss curve of the Q-learning algorithm is relatively high in
the early stage of training, the model performance is poor, and more training is needed to reduce
the error. The performance of CCN algorithm data is the worst. In the early stage of training, the
loss drops rapidly and the accuracy rate increases, but after a certain level, the loss hardly drops, and
may even start to rise. At the same time, the accuracy rate tends to stabilize or even decline. Through
the above data analysis, we can see that the DPPO algorithm can solve the problem of relay strategy
selection, and it is better than other learning algorithms.
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Figs. 5 and 6 show how the secret capacity varies with the number of relay nodes. From the
simulation figure, we can see that 2-hop transmission has the lowest system secrecy capacity because
as the number of relay nodes increases, each relay node has a potential security risk. This is especially
important for data transfers that contain sensitive information, as intermediate nodes could be the
target of attacks or data breaches. In the RSSA proposed in this paper, the optimal relay node can be
selected to forward the information, and the data is transmitted on multiple paths instead of being
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concentrated on a single path, which can reduce the attacker’s ability to intercept or interfere with
the entire network. Possibility of data transfer. The DPPO algorithm is also significantly better than
CNN and Q-learning in solving the problem of relay strategy selection. This is because in a loaded
network environment, the dimensions of the system’s action space and state space are very high, and
the spatial dimension is very important for CNN. Compared with Q-learning, it is very fatal. DPPO
can still maintain an efficient and accurate solution speed in a high-latitude space, to obtain a more
accurate, optimal transmission path to maximize the system’s confidentiality capacity.
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Figs. 7 and 8 show how the secret capacity and outage rate vary with the number of eavesdropping
nodes. From the simulation figure, we can see that the 2-hop transmission has the lowest system
secrecy capacity and the highest interruption rate because as the number of eavesdropping nodes
increases, each relay node in the 2-hop transmission mode is A link where if one of the nodes fails or is
interrupted, the entire data transmission may fail or be affected. In this case, the RSSA transmission
proposed in this paper has a lower transmission failure rate than the 2-hop transmission. Similarly, the
advantages of the DPPO algorithm in dealing with high-latitude space problems can also be reflected
in the above figure, that is, in the same network environment, applying the DPPO algorithm to solve
the problem of relay strategy selection can obtain a better solution.
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7 Conclusion

The automatic collection of power grid status information, coupled with real-time multime-
dia interactions between the front and back ends during accident management, has resulted in
a substantial volume of power grid data. While broadcast nature of wireless transmission raises
apprehensions regarding the potential for unauthorized eavesdropping during data transmission. To
address these issues and ensure reliable, secure, and real-time transmission of power grid data, this
paper introduces an intelligent security transmission strategy that incorporates a sensor-transmission-
computing linkage. The primary goal of this strategy is to maximize the system’s confidentiality capac-
ity. To achieve this objective, an optimization problem is formulated, with interruption probability
and interception probability as constraints. To efficiently address this optimization problem, a low-
complexity algorithm based on DPPO is developed, aiming to provide a suboptimal solution. Through
simulation results, the paper validates the effectiveness of the proposed intelligent security transmission
strategy in enhancing communication security, system stability, and timely data delivery. These findings
underscore the strategy’s valuable contributions to maintaining communication integrity, ensuring
system stability, and achieving timely data transmission. However, the strategy’s performance may
also be influenced by evolving cybersecurity threats and wireless communication technologies, which
can change over time, these issues need to be further improved in future research work.
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