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ABSTRACT

Named entity recognition (NER) is a fundamental task of information extraction (IE), and it has attracted
considerable research attention in recent years. The abundant annotated English NER datasets have significantly
promoted the NER research in the English field. By contrast, much fewer efforts are made to the Chinese NER
research, especially in the scientific domain, due to the scarcity of Chinese NER datasets. To alleviate this problem,
we present a Chinese scientific NER dataset–SciCN, which contains entity annotations of titles and abstracts derived
from 3,500 scientific papers. We manually annotate a total of 62,059 entities, and these entities are classified into
six types. Compared to English scientific NER datasets, SciCN has a larger scale and is more diverse, for it not
only contains more paper abstracts but these abstracts are derived from more research fields. To investigate the
properties of SciCN and provide baselines for future research, we adapt a number of previous state-of-the-
art Chinese NER models to evaluate SciCN. Experimental results show that SciCN is more challenging than other
Chinese NER datasets. In addition, previous studies have proven the effectiveness of using lexicons to enhance
Chinese NER models. Motivated by this fact, we provide a scientific domain-specific lexicon. Validation results
demonstrate that our lexicon delivers better performance gains than lexicons of other domains. We hope that the
SciCN dataset and the lexicon will enable us to benchmark the NER task regarding the Chinese scientific domain
and make progress for future research. The dataset and lexicon are available at: https://github.com/yangjingla/
SciCN.git.
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1 Introduction

The amount of scientific papers consistently increases as time goes on [1–4]. These papers not
only condense the work of researchers but also record the trend of research attention. However, it is
difficult to manually extract such critical information from so many documents, which necessitates
the development of automated information extraction technologies [5,6]. As far as we know, several
English scientific named entity recognition (NER) datasets have greatly promoted the development
of English scientific information extraction, such as SemEval2017 [7], TMDsci [8], and SciERC [9].
Moreover, these datasets also advance the development of language models [10,11]. Several Chinese
NER datasets have been published, such as MSRA [12], OntoNotes4 [13], Weibo [14], and Resume
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[15], but none of these datasets is specialized in the Chinese scientific domain. To the best of our
knowledge, there are no Chinese scientific NER datasets until now, which hinders the development of
Chinese scientific information extraction. We attribute this to the fact that annotating such datasets
requires domain-specific knowledge and is time-consuming, and therefore less effort has been made
to such annotations [16].

With the goal of promoting the research of Chinese scientific NER, this paper presents a large-
scale Chinese scientific NER dataset–SciCN. To ensure the quality of entity annotations, we design
an effective coarse-to-fine annotation procedure, including candidate generation and crowdsourcing
annotation. In particular, we first collect 10,000 Chinese scientific papers of computer science from
publicly available online databases. We then select 3,500 papers that are published by four well-known
Chinese journals, i.e., Computer Engineering and Applications1, Journal of Computer Research and
Development2, Computer Science3, and Journal of Computer Applications4. These selected papers
cover diverse research topics, e.g., Machine Learning, Operating Systems, Computer Networks,
Parallel Computing, Deep Learning, Computer Vision, and Pattern Recognition. We pre-define six
types of entities, i.e., Method, Task, Metric, Material, Scientific Term, and Generic, and manually
annotate entities contained in titles and abstracts of the 3,500 papers. Finally, we obtain a total of
62,059 entity annotations. We name the set of titles, abstracts and entity annotations as SciCN, which
is the first supervised Chinese scientific NER dataset that we are aware.

In an attempt to fully investigate the characteristics of SciCN and to provide a comparable baseline
for future studies, we carefully selected several previously state-of-the-art Chinese NER models and
adapted them to evaluate SciCN. We roughly classify these models into two categories: character-level
and lexicon-enhanced. Qualitative and quantitative experiments reveal the properties and indicate that
SciCN is more challenging than other Chinese NER datasets. In addition, it has been proven that NER
models can be enhanced by well-constructed lexicons. Thus, we construct a Chinese scientific lexicon,
which contains 2.5 million scientific terminologies. Validation results demonstrate that our lexicon is
more effective on SciCN than other lexicons. In sum, we summarize our contributions as follows:

1) We present the first Chinese scientific NER dataset–SciCN, aiming to advance the research
of Chinese scientific information extraction. Moreover, SciCN contains paragraph-level
abstracts, which provides more contextual information than other sentence-level NER datasets.

2) We carefully select a number of representative NER models and adapt them to evaluate SciCN,
which provides comparable baselines for future research.

3) We construct a Chinese scientific domain-specific lexicon with 2.5 million scientific terminolo-
gies, which are collected from 719,938 Chinese scientific papers.

2 Related Work
2.1 Dataset Construction

One of the primary bottlenecks in applying deep learning techniques to natural language pro-
cessing (NLP) is the lack of high-quality annotated datasets [17]. It is a tedious and time-consuming
process to annotate datasets manually. Thus the research community shifts its attention to annotate
datasets with distant supervision and active learning [18,19]. Initially, the distant supervision relies
on well-formed databases, e.g., Freebase [20], to collect examples. It then uses these examples to

1http://cea.ceaj.org/CN/volumn/home.shtml
2https://crad.ict.ac.cn/CN/1000-1239/home.shtml
3http://www.jsjkx.com/CN/1002-137X/home.shtml
4http://www.shcas.net/
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automatically generate distantly supervised datasets [21]. Using a set of labeled examples and a large
set of unlabeled examples, active learning creates a classifier and relatively small sets of newly labeled
data [22]. Although distant supervision and active learning can reduce the cost of dataset construction,
they are actually complicated and often generate unbearable noise during automatic annotating [23].
Compared to these automatic methods, we manually annotate Chinese scientific papers to construct
SciCN, which ensures high annotation quality.

2.2 Scientific Information Extraction

English scientific information extraction has attracted a great deal of attention [24]. And a lot of
English scientific NER datasets have been proposed for the research. SemEval2017 [7] contains 500
paragraphs derived from open access papers, and it contains annotations of three types of entities, i.e.,
Task, Method, and Material. TDMSci [8] consists of 2,000 sentences taken from NLP papers, and it
contains annotations of four types of entities, i.e., Task, Dataset, Metric, and Score. SciERC [9] is a
joint entity and relation extraction dataset. It contains entity and relation annotations of 500 scientific
paper abstracts. A number of Chinese NER datasets have been proposed over the years, but they are
specialized in news or social media domain, such as MSRA [12], OntoNotes4 [13], Weibo [14], and
Resume [15]. As far as we know, there is no dataset available for the Chinese scientific information
extraction. To tackle this, we present the first Chinese scientific NER dataset, which contains manual
annotations of titles and abstracts derived from 3,500 scientific papers.

2.3 Chinese NER

Chinese NER is more challenging than English NER since Chinese sentences are not naturally
segmented and have more complex morphological features. Recent studies have explored utilizing
lexicon matching methods to enhance Chinese NER models. The LatticeLSTM [15] model is such
a typical method, which improves the NER performance by encoding and matching words in a
lexicon. SoftLexicon [25] incorporates lattice information into Chinese character embeddings through
labeling and probability methods. Another classic approach is to incorporate lexicon and structural
information features into the Transformer [26]. In addition, FLAT [27] exploits the flat lattice structure
to capture word information via position encoding in Transformer. MECT4CNER [28] uses a novel
cross-Transformer [26] method to integrate the structural information of Chinese characters with
lexical information.

3 Dataset Construction
3.1 Work Flow

Accessing authoritative Chinese scientific papers is the first step in constructing a scientific NER
dataset. To ensure the data quality of SciCN, we first collect 10,000 scientific papers from two online
academic databases: Wanfang5 and CNKI6. We then select the papers that are relevant to computer
science topics, which is achieved by filtering these papers according to their publication journals,
subject classes, etc. Finally, we obtain a total of 3,500 papers published by well-known Chinese
computer science journals. For each of the obtained papers, we solely annotate its title and abstract
since the two parts contain the most concise information of the whole paper. Additionally, such an
annotation strategy significantly reduces the burden on annotators. We report an annotation example
of the title and abstract of one paper in Fig. 1. We can observe that six types of entities are annotated.

5https://www.wanfangdata.com.cn/index.html
6https://www.cnki.net
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Figure 1: An annotation example of a paper’s title and abstract. Each highlight text segment denotes

an entity, and its type is classified by the background color, as shown below: , , ,

, ,

Before the start of the formal annotation, we first conduct pilot annotations and make adaptive
modifications to the formal annotation schema to ensure the reliability of the annotation process.
Specifically, the invited annotators perform greedy annotations for entity spans and always annotate
the longer span whenever there is ambiguity. We use this strategy to remove overlapping entities. We
present the complete annotation guidelines and details in Appendix A.

3.2 Human Agreements

Annotating such a large scientific NER dataset is challenging because the annotation process
is time-consuming and labor-intensive, let alone the domain-specific knowledge required [29,30].
We invite three annotators to annotate entities and two domain experts to examine the annotation
quality. All the three annotators have a master’s degree in computer science, and they are trained
to master the detailed and formal annotation principles. The annotators and experts conduct two
annotation rounds, as shown in Fig. 2. Specifically, one of the three well-trained annotators annotates
documents in the first round, and the three annotators annotate documents in parallel; in the second
round, two experts check the annotations independently for possible errors or omissions and make the
final decision. The experts randomly select 20% of the annotated data from each batch of submitted
annotations for the quality examination. A batch with an acception ratio below 95% will be rejected,
and all samples in the batch will be re-annotated. We then calculate the Cohen’s Kappa [31] to
determine the agreement between annotators and experts in each batch. The average result is 80.4%,
indicating a high consistency between annotators and experts. We believe that a consistent and reliable
annotation process ensures the high annotation quality of SciCN.

3.3 Data Statistics

Using the above annotation strategy, we manually annotate entities in the titles and abstracts of the
collected 3,500 papers and regard the set of titles, abstracts and entity annotations as SciCN. A total of
62,059 entities are annotated into six entity types, namely Method, Task, Metric, Material, Scientific
Term, and Generic. We then make detailed data statistics for SciCN. The first is to analyze the data
distributions, including the paper distribution regarding various journals and the entity distribution
regarding various entity types. We visualize the paper distribution in the left part of Fig. 3, and the
entity distribution in the right part. We can observe that: (1) 72.1% of the papers are from the Computer
Engineering and Applications journal, and 15% are from the Computer Science journal. Papers from
the other two journals only account for 12.9%. (2) The most common types of entity in SciCN are
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Method and Scientific Term, accounting for 35.6% and 25.7%, respectively. They are also in keeping
with the special characteristics of scientific papers.

Figure 2: The overall annotation process of SciCN. denotes the title and abstract of one paper.

denotes the entity annotations of one paper, where the annotations are not examined by experts.

denotes entity annotations of one paper, where the annotations are rejected by experts,
denotes the title, abstract and entity annotations of one paper, where the annotations are agreed by
experts

Figure 3: The left part shows paper distributions regarding various journals. The right shows entity
distributions regarding various entity types

To compare our SciCN with other widely-used Chinese NER datasets, we make statistics regarding
dataset domains, entity types, sentences, and characters and report the results in Table 1. We observe
that MSRA [12] and OntoNotes4 [13] contain more sentences than SciCN, but they only annotate
three simple entity types, i.e., Person, Location, and Organization. Although there are more entity
types in Weibo [14] and Resume [15] than in SciCN, their scales are relatively small. In summary, we
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have designed our SciCN to provide more types of scientific entities while maintaining a sufficient
dataset scale.

Table 1: Statistics of resume, MSRA, OntoNotes4, Weibo, and SciCN

Dataset Domain Types Statistic Train Dev Test

Resume Social media 8 Sentence 3.8k 0.5k 0.5k
Char 124.1k 13.9k 15.1k

MSRA General 3 Sentence 46.4k - 4.4k
Char 2169.9k - 172.6k

OntoNotes4 General 4 Sentence 15.7k 4.3k 4.4k
Char 491.9k 200.5k 208.1k

Weibo Social media 8 Sentence 1.4k 0.3k 0.3k
Char 73.8k 14.5k 14.8k

SciCN Scientific 6 Sentence 11.8k 1.7k 2.8k
Char 533.1k 77.7k 149.0k

4 Experiments
4.1 Baselines

Most existing Chinese NER models are based on character-level semantics due to that Chinese is
character-level. However, pure character-based NER models cannot fully exploit word information,
so some recent studies propose to use word lexicons to enhance these character-based NER models. In
order to facilitate future research on SciCN and Chinese scientific information extraction, we adapt
a variety of representative Chinese NER models to evaluate SciCN, including character-level and
lexicon-enhanced, as shown below (∗ denotes lexicon-enhanced models).

• LSTM-CRF [32] is the most classic method for the NER task. In addition to an embedding
layer of input sequences, there are LSTM layers used to obtain contextual representations of
input sequences, followed by a CRF layer used to learn some restrictions and rules among entity
categories.

• BERT-Tagger [33] is a Transformer-based model that uses pre-training to learn from the raw
datasets, and fine-tune on downstream tasks, including the NER task.

• BERT-LSTM-CRF [33] has the same model architecture as LSTM-CRF [32], with the differ-
ence that it utilizes a Transformer-based model to obtain a more comprehensive contextual
representation of input sequences.

• LatticeLSTM∗ [15] encodes all characters and potential words recognized by a lexicon in a sen-
tence, avoiding the error propagation of segmentation while leveraging the word information.

• SoftLexicon∗ [25] incorporates word lexicons into character representations for Chinese NER
in a simple yet effective manner.

• FLAT∗ [27] converts the lattice structure into a flat structure consisting of spans. Using a well-
designed position encoder to indicate the lattice structure, and each span corresponds to a
character or latent word and its position in the original lattice.

• MECT4CNER∗ [28] uses multi-metadata embedding to fuse the information from radicals,
characters, and words through a cross-Transformer network.
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4.2 Implementation Details

For each of the above baselines, we adapt it to recognize entities of SciCN by using the Chinese
BERT-WWM [34] as the embedding layer, for pre-trained language models with deep Transformers
(e.g., BERT [32]) have proven to be powerful encoders for NER. For the other hyper-parameters, we
just keep their values the same as those reported in the original papers, with the goal of providing
a fair comparison. Moreover, following the established line of work, we split the abstract paragraph
into sentences and train and evaluate the baselines on them. We remain training and evaluating the
baselines on paragraph-level abstracts for future work. In addition, we report model performance
measured by the standard Precision, Recall, and F1 score.

As for the data splits, we randomly select 70% of the annotated papers as the training set, 10% as
the development set, and 20% as the test data. We have provided detailed dataset statistic in the Table 1.
Based on them, we conduct extensive comparisons with some widely-used Chinese NER datasets.

4.3 Experimental Results

Table 2 shows the overall experimental results on the test set of SciCN. We observe that pre-trained
language models and lexicon information can further improve the performance of NER models, which
is in line with previous work. However, we also see that the effectiveness of the lexicon-enhanced model
on SciCN is not as significant as those on the other datasets. We attribute this to the fact that the
lexicon of general domain cannot fit into our SciCN well. Moreover, MECT4CNER [28] achieves the
best performance on SciCN. It is worth noting that the method does not only utilize a lexicon, but is
designed to integrate information about Chinese character components. To facilitate the future study,
we further analyze the challenges posed by SciCN and the benefits of using lexicon and structural
information in the scientific NER.

Table 2: Model comparisons on SciCN. We evaluate both character-level and lexicon-enhanced
Chinese NER models. ∗ denotes lexicon-enhanced models. Values in bold denote the best results

Baselines Precision Recall F1

LSTM-CRF 48.02 47.76 47.89
LatticeLSTM∗ 51.77 50.70 51.23
SoftLexicon∗ 56.94 54.03 55.45
FLAT∗ 53.78 55.31 54.53
MECT4CNER∗ 57.31 58.39 57.83

BERT-Tagger 56.54 59.70 58.07
BERT-LSTM-CRF 58.39 58.82 58.60
SoftLexicon∗(with BERT) 58.71 59.06 58.87
FLAT∗(with BERT) 58.21 60.41 59.29
MECT4CNER∗(with BERT) 58.75 63.97 61.25

4.4 Analysis

We report the performance comparisons of various NER models and Chinese NER datasets in
Table 3. We observe a large performance gap between SciCN and other datasets, indicating that the
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existing NER models cannot generalize to the scientific domain well. We attribute this to the fact that
scientific abstracts have their writing specificities. Scientific papers are intended to present specific
scientific investigations or concepts within a specific research field. Thus papers are often written with
domain-specific terminologies, assuming that the target audience has relevant background. Scientific
papers differ from news articles in that the former contains extensive complex concepts and technical
terms. A further examination of the experiment results revealed that the “unseen” terms in scientific
papers can pose a significant challenge in the field of scientific information extraction.

Table 3: Performance comparisons on resume, MSRA, OntoNotes4, Weibo, and SciCN. ∗ denotes
lexicon-enhanced methods. Values in bold denote the best results

Baseline Resume MSRA OntoNotes4 Weibo SciCN

LSTM-CRF 93.48 88.81 64.30 47.89 47.89
LatticeLSTM∗ 94.46 93.18 73.88 58.76 51.23
SoftLexicon∗ 95.53 93.66 75.64 61.42 55.45
FLAT∗ 95.45 94.14 76.45 60.30 54.53
MECT4NER∗ 95.89 94.32 76.92 63.30 57.84

BERT-Tagger 95.68 93.76 77.93 63.80 58.07
BERT-LSTM-CRF 95.51 94.83 81.82 67.33 58.60
SoftLexicon∗(with BERT) 96.11 95.43 82.81 70.50 58.87
FLAT∗(with BERT) 95.89 96.09 81.82 68.55 59.29
MECT4CNER∗(with BERT) 95.98 96.24 82.57 70.43 61.25

To address the large number of scientific domain-specific terms in SciCN, we constructed a
scientific dictionary containing about 2.5 million Chinese scientific terms from about 12 GB of
scientific papers. We also train embeddings for these terms with Gensim [35,36], and report more
details in Appendix B. To compare our scientific domain-specific lexicon with lexicons of other
domains, we first define a new concept for lexicon–match ratio, which is calculated by comparing
the number of entities appearing in a lexicon to the number of entities in the SciCN. We then calculate
the match ratios of our scientific lexicon and other available lexicons. As shown in Table 4, the match
ratio of our scientific lexicon is significantly higher than the other lexicons.

Table 4: Comparisons of various Chinese lexicons

Lexicon Domain Dim Words Match ratio

yj General 50 794,368 5.28%
ls General 300 1,291,383 9.60%
tencent General 200 8,824,320 26.77%
sci (our) Scientific 100 2,533,207 76.55%
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In addition, we report performance comparisons between our lexicon and the above three widely-
used lexicons, i.e., yj7, ls8, and tencent9, in Table 5. We can observe that the match ratio the lexicon
can affect the performance of lexicon-based NER models, for noise words in lexicons can potentially
confuse character embeddings. We also find that the higher the match rate of the lexicon, the more
accurate the model recognize entities. In the future, we will investigate an efficient method to enable
NER models to select approximate words for model training.

Table 5: Performance comparisons between MECT4CNER using various lexicons. Values in bold
denote the best results

MECT4CNER Precision Recall F1

+ yj 57.31 58.39 57.84
+ ls 57.76 57.64 57.70
+ tencent 58.49 58.06 58.27
+ sci 60.54 58.22 59.36

5 Conclusion

In this paper, we present the first Chinese scientific NER dataset. We first illustrate the character-
istics and the construction process of the high-quality and large-scale SciCN. Then we adapt a number
of previous state-of-the-art Chinese NER models and use them to evaluate SciCN, with the goal of
investigating the properties of SciCN, as well as providing comparable baselines for future study. In
addition, we construct a Chinese scientific domain-specific lexicon with 2.5 million scientific terms,
which can be used to improve the performance of NER models on SciCN. We hope the proposed
Chinese scientific dataset and the scientific domain-specific lexicon can promote the research of
Chinese scientific information extraction, especially the Chinese scientific NER.
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Appendix A.

As illustrated in Table 6, we have meticulously presented the distinctions among various labels
within the SciCN dataset, accompanied by plentiful examples.

Table 6: Annotation guideline

Type Definition Example

Task The application, the problem to be
solved, the system to be built.

information extraction, machine reading
system, image segmentation, etc.

Method Method, model, system or tool to be
used, components of the system,
framework

pos parser, kernel method, image
recognition model, power load forecasting
model.

Metric A metric, measure or entity that
expresses the quality of a
system/method

F1, BLEU, Precision, Recall, ROC curve,
inverse of the mean, mean square error,
robustness, time complexity, etc.

(Continued)
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Table 1 (continued)

Type Definition Example

Material Data, dataset, resource, corpus,
knowledge base

image, speech data, stereo images,
bilingual dictionaries, paraphrase
problems, WordNet, Wikipedia, etc.

Scientific terms Phrases that are scientific terms but do
not belong to any of the above
categories.

physical or geometric constraints,
qualitative prior knowledge, syntactic
rules, discourse structure, tree, node,
kernel, feature, noise, criterion.

Generic General entity or pronoun that may
refer to an entity but does not provide
information in itself, usually used as a
conjunction.

“the model”, “the method”, “a priori
knowledge”.

1. What are the common mistakes to avoid in the annotation procedure?
a. Labeling errors, Labeling omission errors, Entity boundary errors, contextual entity label

inconsistency.
2. Is nested annotation allowed?

a. Nested annotation is not allowed.
b. Please choose the granularity of annotation according to the semantic richness of the

sentence.
3. How to annotate entities of scientific term type?

a. Entities that are commonly used in scientific papers but are not easy to categorize are
usually strongly related to <method, task, material, metric>.

b. Before annotating such entities, please consider whether they can be classified as one of
the above four categories (method, task, material, metric), and if not, consider annotating
them as another scientific term.

4. What is the difference between generic entities and scientific terms?
a. There are some similarities between the two, scientific terms other scientific term should

be more expressive than generic, and the priority of thought when annotating should be:
scientific term, generic.

b. To distinguish between the two, scientific term should usually be related to other entities
<method, task, metric, material>, or generic if no relationship exists.

c. Pronouns/infixes should be annotated as generic: e.g., our method, our system, past
methods, existing research, etc.

5. How to annotate annotations that contain English explanations/abbreviations?
a. For example: “Schwarz-Christoffel Mapping (SCM) mapping method”.
b. It needs to be fully annotated, in this case as (Schwarz-Christoffel Mapping (SCM)

Mapping Method).
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Appendix B.

To train our lexicon with as many scientific papers as possible, we first extract the textual
information from the PDF paper format using the API pdfminer.six10, and then we process the
extracted full text. To be specific, we remove those non-utf8 chars, unify different punctuation styles
and convert traditional Chinese characters into simplified characters with Open Chinese Convert
(OpenCC)11. Finally, we obtain a set of scientific papers that occupy about 12 GB of disk memories.
We pre-train word embeddings using Word2Vec for words that are automatically segmented by jieba12.
To improve the accuracy of automatic segmentation, we additionally collect a dictionary of about 11W
scientific terms from the keywords of the original paper as a jieba’s user-defined dictionary.

10https://github.com/pdfminer/pdfminer.six
11https://github.com/BYVoid/OpenCC
12https://github.com/fxsjy/jieba

https://github.com/pdfminer/pdfminer.six
https://github.com/BYVoid/OpenCC
https://github.com/fxsjy/jieba
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