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ABSTRACT

Social robot accounts controlled by artificial intelligence or humans are active in social networks, bringing negative
impacts to network security and social life. Existing social robot detection methods based on graph neural networks
suffer from the problem of many social network nodes and complex relationships, which makes it difficult to
accurately describe the difference between the topological relations of nodes, resulting in low detection accuracy
of social robots. This paper proposes a social robot detection method with the use of an improved neural network.
First, social relationship subgraphs are constructed by leveraging the user’s social network to disentangle intricate
social relationships effectively. Then, a linear modulated graph attention residual network model is devised to
extract the node and network topology features of the social relation subgraph, thereby generating comprehensive
social relation subgraph features, and the feature-wise linear modulation module of the model can better learn the
differences between the nodes. Next, user text content and behavioral gene sequences are extracted to construct
social behavioral features combined with the social relationship subgraph features. Finally, social robots can be more
accurately identified by combining user behavioral and relationship features. By carrying out experimental studies
based on the publicly available datasets TwiBot-20 and Cresci-15, the suggested method’s detection accuracies can
achieve 86.73% and 97.86%, respectively. Compared with the existing mainstream approaches, the accuracy of the
proposed method is 2.2% and 1.35% higher on the two datasets. The results show that the method proposed in this
paper can effectively detect social robots and maintain a healthy ecological environment of social networks.

KEYWORDS
Social robot detection; social relationship subgraph; graph attention network; feature linear modulation; behavioral
gene sequences

1 Introduction

With the growth of the Internet, social media websites, such as Twitter, Facebook, and Weibo have
gradually evolved into the primary forums for communication. These social platforms are widely used
to read about current events around the world, take part in debates on various subjects, and share
ideas. Social platforms’ enormous user bases and wealth of data gradually become the main target
of malevolent individuals attempting to engage in illegal activities. As an automated program, social
robots have been widely used in social platforms and are often used to carry out malicious activities
[1], such as internet fraud, misleading publicity, and public opinion manipulation [2]. Social robots
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have been essential in shaping political public opinion in the US midterm elections [3], Indonesian
presidential candidates [4], Boston Marathon bombings [5], Brexit [6], as well as other incidents. They
also post phishing links on social media to disturb the peace of the community [7] and spread malicious
content, such as the COVID-19 conspiracy theories [8]. It is vital to research how to effectively detect
and identify social robots in social platforms as they pose a severe threat to both the safe growth of
social networks and public safety.

With the continuous innovation of social robot technology, the new generations of social robots
are able to express opinions, post information, and follow other users in social networks just like
human users, and their actions are hidden and more difficult to detect. The existing social robot
detection methods are mainly divided into traditional machine learning, deep learning and social
graph-based methods. However, traditional machine learning methods often require manual design
and selection of features, and may not capture critical information for complex social robot behavior.
While deep learning methods can learn the characteristics of different users independently, it has
poor adaptability when dealing with large-scale, sparsely connected or complex topological social
networks. The method based on social graphs has been a research hotspot in recent years. Social
network topology has been used to learn the behavior of social robots and can learn the automation
traces of social robots more comprehensively. Among them, the Graph Neural Networks (GNN) [9]
method can mine prospective social robot properties, more accurately detect social robots, and extract
the topological structural aspects of social networks. Approaches for detecting social robots use GNN
[10–12] to build social network graphs based on user relationships. Then, the social network graph’s
properties are used to execute social robot detection. However, there are still several issues with this
kind of methodology, including the size, density, and complexity of social networks. The information
from adjacent nodes will make the node embedding representation on average too smooth when the
node embedding dimension is large, which weakens the node characteristics and distinctions. Different
nearby nodes can link to the same node in various ways, and there are various connection types
between them. The existing graph embedding methods ignore these issues when aggregating adjacent
node features, which makes it difficult to describe the topological relationship features of nodes in
social networks.

This paper proposes an improved graph neural network social robot detection method to address
the aforementioned issues and offer technical support for social platforms to successfully detect
social robots. The approach involves constructing subgraphs of social relations according to the user’s
followed and following relations, localized processing and analysis to address the challenges posed
by large-scale networks with numerous nodes. Subsequently, a Residual Graph Attention Network
model with Feature-wise Linear Modulation (ResGAT-FiLM) is constructed to effectively learn the
differences between nodes and extract the node and topological structure features of users in the
social relationship subgraphs. Text and behavioral gene sequences are extracted from users’ published
contents to obtain social behavior features, which are used as auxiliary feature learning modules
to increase the scalability and flexibility of the model. Finally, social relationship subgraphs are
combined with social behavioral features to better reveal the correlation between social relationships
and behaviors, providing a more accurate and rich feature description for subsequent social robot
detection. The contributions of this paper are as follows:

• To reduce the complexity of the social network, we extract the social relationship subgraphs
from the user’s following and the followed relationships.

• A feature-wise linear modulated graph attention residual network model is constructed, intro-
ducing feature-wise linear modulation (FiLM) and residual structure are introduced into
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the graph attention convolutional network to learn the topological differences among social
network nodes more effectively.

• The text properties of the user’s published content types are combined with behavioral gene
sequences to create the user’s social behavior traits. The model’s scalability is improved by using
this feature as an additional learning module.

This paper is organized as follows: Section 2 provides a brief overview of the current social robot
detection methods; Section 3 presents a detailed introduction to the proposed social robot detection
methods; in Section 4, we analyze and evaluate the experimental findings; the conclusions are provided
in Section 5.

2 Related Works

Current approaches for social robot detection are briefly reviewed and summarized in this section.
We focus on three social robot identification techniques based on traditional machine learning, deep
learning, and social graphs, respectively.

2.1 Social Robot Detection Method Based on Traditional Machine Learning

In traditional machine learning methods, different features such as user attributes, text, emotion,
and behavior are extracted through manual feature design and these features are input into traditional
machine learning classification algorithms to identify social robots [13]. Commonly use algorithms
include XGBoost [14], Support vector Machine [15], Bayesian learning [16], Decision tree [17],
Random forest, and Adaboost [18,19]. Octavio et al. [20] used K decision trees to compare and classify
various emotional features contained in user text information, which can effectively identify social
robots. However, this method is only applicable to English and Spanish. Yang et al. [21] proposed
a framework that relies solely on user profiles. By choosing a subset of data and combining the
diversity of the dataset to create a more reliable random forest classifier, their strategy increases the
generalization ability of social robot identification. To achieve the detection of social robots while
taking into account both user features and text content features, Kouvela et al. [22] employed the
random forest algorithm to address the limitation issue brought on by a single feature in the detection
of social robots. Sayyadiharikandeh et al. [23] designed the diversity processing methods of various
types of robots by extracting 1200 features based on six components account metadata, interaction
structure, temporal features, content information, and emotions, respectively. This approach realizes
the classification of social robots by employing several specialized classifiers, each of which recog-
nizes a particular kind of social robot. Samaneh and Maghsoud [24] extracted a new feature, the
friendship preference feature, from the fan attribute and use the random forest, Adaboost, support
vector machines, and k-Nearest Neighbors classification algorithm to evaluate the effectiveness and
scalability of the friendship preference feature, providing a new idea for the detection of social robots.

Nevertheless, classical machine learning techniques suffer from the low effectiveness of manually
built features in social robot detection, and the selection of features may be restricted to specific
elements [1]. Deep learning based social robot detection techniques have become a promising solution
to these issues.

2.2 Social Robot Detection Method Based on Deep Learning

Deep learning can execute multi-level effective recognition of various social robot types with
improved generalization performance in addition to automatically learning features. Convolutional
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neural networks (CNN), recurrent neural networks (RNN), long short-term memory networks
(LSTM), and generative adversarial networks (GAN) are some examples of deep learning-based
techniques that have been successfully applied in the field of social robot identification in recent years.
Kudugunta et al. [25] exploited metadata and textual features to detect social bots at the tweet level and
the account level, and used Bi-directional long short-term memory (BiLSTM) models and traditional
machine learning algorithms, combined with new oversampling techniques to train the models and
achieve highly accurate classification. Hayawi et al. [26] gathered numeric, binary, and textual data
features from user profile metadata information. To efficiently recognize social robots, the model
processes mixed sorts of information using LSTM units and a dense layer. Wu et al. [27] proposed a
detection method for social robots based on deep neural networks and active learning. Active learning
is used to extend the labeled data, extract 30 features from four categories of metadata, interaction,
content, and time, and build a neural network model using the residual network, bidirectional gated
loop unit, and attention mechanism to realize the detection of social robots. However, this detection
method is designed for Weibo, and its performance on other social network platforms still needs to
be tested. As a new technology, the generative adversarial network is applied in graph convolutional
neural network, which can convert the knowledge in simulation data set into measured data [28],
address the problem of fewer labels in social robot detection, and realize unsupervised social robot
detection through adversarial network. Najari et al. [29] proposed a model based on GAN, in which
the generator and discriminator are connected through the LSTM layer as a shared channel between
them so that the model can automatically learn the behavior pattern of social robots, and social robots
more accurately.

Although social robot detection methods based on deep learning can solve accuracy and per-
formance problems to a certain extent, it is difficult to accurately depict the social relationships
between users. Therefore, methods based on social network graphs have better feasibility. Building
social network structures and graph embedding methods can learn the relationship characteristics.

2.3 Social Robot Detection Method Based on Social Graph

Methods based on social graphs regard social media users as nodes of the graph, and the
relationships between users as edges of the graph. Social robot detection is performed by analyzing
the relationships between these nodes and network structural characteristics. This type of method
can use features such as node centrality and degree centrality on the graph to identify social robots,
instead of being limited to the analysis of the user’s own profile and text information features.
Random walk algorithms [30–32] and community detection methods [33,34] have been used to
implement the detection of social robots. Pham et al. [35] proposed a method based on network
representation learning and a random walk mechanism within a community. This method effectively
maintains the local neighborhood relationships and internal community structure of user nodes
without relying on additional user profile characteristics, and it can learn various types of social
networks. Dehghan et al. [36] employed six graph embedding techniques to find complex aspects of
nodes in social networks by extracting user attributes, text features, and network structure features.

Graph neural networks, as another novel technique, have recently been introduced to the field
of social robot detection. This technology can efficiently utilize global information, process huge
datasets, and automatically extract user traits and behavior patterns. Alhosseini et al. [37] proposed
an embedded representation learning method based on Graph Convolutional Networks (GCN). This
method combines node features and social graph structure to detect social robots from social graphs
more accurately. Guo et al. [38] proposed a social robot detection method that combines a pre-trained
language representation model Bidirectional Encoder Representation from Transformers (BERT) and
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GCN. In this method, text and words are used as nodes to construct a large heterogeneous text
graph, BERT is used as the initialization vector of the text node, and GCN is used to embed the
graph into the low-dimensional space for classification. Feng et al. [39] proposed a method based on
multimodal feature coding and Relational Graph Convolutional Networks (RGCN). The approach
builds a heterogeneous social network graph from text, attribute, and user connection data. It then
trains the heterogeneous network using the graph’s convolutional network, which improves its capacity
to detect various disguised robots. However, due to the high temporal and space complexity created by
large-scale social network data, the changes in user relationships are easily ignored when using these
methods, which decreases the effectiveness of social robot detection.

3 The Proposed Method

This section mainly introduces the social robot detection method based on an improved graph
neural network. The overall process of the method is shown in Fig. 1, which mainly consists of four
parts: construction of the social relationship subgraphs, extraction of subgraph features based on the
ResGAT-FiLM model, extraction of social behavior features, and subgraph features and behavior
features are integrated to classify social robots and normal users.
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Figure 1: The social robot detection method based on an improved graph neural network

3.1 Construction of User Social Relationship Subgraph

3.1.1 Extracting Node Characteristics of Social Networks

Common metadata include user ID, username, number of fans, number of followers, number
of likes, and account creation time. These features are relatively simple and easy to extract from
the raw data and can be directly used as node features. In this paper, we analyze account metadata
to extract numeric, configuration, description features, and use these features as node features for
social networks, as shown in Table 1. Using these simple metadata features as node features reduces
the dimensionality of feature embedding, reduces the computational and storage cost of feature
embedding, and also reduces the occurrence of overfitting and noise interference. In addition, node
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features combined with user social relationship features reveal hidden patterns and trends to be
analyzed to better understand the social relationships of social bots.

Table 1: Node characterisation

Type Profile Description

Numerical features followers_count Number of users following this account
friends_count The total number of accounts this user is

following
listed_count Number of user’s public lists
created_at Account creation date
favourites_count The number of likes by users since the date of

account creation
name_length Username length

Configuration features verified Whether the user is a verified account
geo_enabled Whether the user appends geographic data when

posting
is_translation_enabled Whether the user has translated text into other

languages
background_tile Whether the user has a background title
use_background_image Whether the user has a background picture
has_extended_profile Whether the user has enabled extensions
default_profile Whether the user changes the profile’s theme or

background
default_profile_image The user did not upload a profile image and used

the default image
contributors_enabled Enabled to allow other users to become

contributors to published text
Description feature description User-defined account description

The numerical features shown in Table 1 can provide information on user activity, social status,
and the numerical features are represented as m-dimensional vectors N = [n1, n2, n3, . . . , nm], where ni

represent the specific value of the i-th numerical feature. Then, the numerical features are normalized,
connected using a fully connected layer, and nonlinearly transformed by the PReLU activation
function. This results in dimensionality reduced numerical feature vectors f N ∈ R

D1/3×1, where D1 =
132 is the embedding dimension of the user’s node features.

The configuration features are shown in Table 1, include information about the user’s geographic
location, background, and account type. The configuration features can provide a user’s background.
The configuration features are represented as an n-dimensional vector P = [p1, p2, · · · , pn], where
pi indicates whether the i-th message is configured or not. Then, the value p′

i in the configuration
information vector P is converted into a Boolean value using One-Hot encoding, as shown in Eq. (1).

p
′
i =

{
1 if pi is ture
0 otherwise (1)
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By using the full connected layer and the PReLU activation function to connect and transform
the configuration features after Eq. (1), the user’s configuration feature vector f P ∈ R

D1/3×1 can be
obtained.

The description feature is shown in Table 1 and usually include information about a user’s hobbies,
occupation, educational experience, and personality traits, which can be used to determine whether
an account is authentic or not. Social bots usually provide false or vague personal descriptions to
hide their real identities. To extract the description feature, the natural language processing model
A Lite BERT (ALBERT) [40] is used in this paper. First, the text message posted by the user is
transformed into a token, and the word vector representation is obtained: d = [

w1, w2, · · · , wj

]
, and

subsequently, the word vector d is input into the ALBERT model for encoding and embedding to
obtain the representation vector of the text content. The ALBERT model calculations are shown in
Eq. (2).(

dL
i,j

)′ = ALBERT
(
dL

i,jW
L
d + bL

d

)
(2)

where dL
i,j represents the i-th word vector in the j-th input sequence of layer L. W L

d and bL
d are the

weight matrix and bias vector of layer L in the ALBERT model. Finally, the user profile feature vector
f d ∈ R

D1/3×1 is derived after the fully connected layer and PReLU activation function.

The combination of the above extracted numerical features, configuration features and description
feature constitutes the node feature f node = [f N , f P, f d ] ∈ R

D1×1.

3.1.2 Constructing Social Relationship Subgraphs

Social relationships can help in identifying the correlation between social bots so that these
bots can be better identified and removed. There are various ways to identify social relationships,
including following, liking, commenting, and other behaviors between users. Human users typically
establish real social relationships with other real users and actively participate in social interactions.
In contrast, social bots may establish false social relationships by following, liking, commenting, and
other behaviors in large numbers to mask their true identities.

Due to the large number of nodes and complex relationships in social networks, the computational
complexity is high. This paper uses social attention subgraphs to streamline the network structure,
reduce its complexity, and focus on key information. Social relationship subgraphs can identify
the social attention characteristics of social robots, and can also learn the social relationships of
different types of users, and analyze the abnormal dynamics of social robots in detail. This paper uses
the following and followed relationships between users to construct a social relationship subgraph,
represented by G = (V, R, X). Among them, V = {u1, u2, u3, · · · , un} represents the node of the social
graph, un ∈ V represents a user in the social network, and X represents the node feature matrix.
R = {R1, R2, R3} is the edge of the social graph composed of three relationships: following, followed,
and friend. R1, R2 and R3 respectively represent the social relationships of following, followed and
friend. That is, if there is a one-way relationship between users ui and uj, then R1 = 1 represents
the following relationship, R2 = 0 represents the followed relationship, and R3 = 2 represents the
two-way friend relationship. Three social relationship subgraphs are extracted based on these three
social relationships, namely the following subgraph, the followed subgraph, and the friend subgraph,
as shown in Fig. 2.
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Figure 2: Social relationship subgraphs

3.2 Encoding of User Social Behavior Features

The content posted by users includes concealed data about their social behavior, in addition to
metadata and social relationship features. The social behavior features of users are used in this study
as an auxiliary module to supplement the model’s data, and later fusion [41] is adopted to integrate
social behavior features with social relationship features to identify social robots more accurately, so
as to analyze social robots from multiple perspectives. In this way, it is possible to avoid the interaction
between behavioral traits and the structure of social networks, to learn more about various facets of
user characteristics. The text characteristics and the DNA sequences characteristics of the posting type
are two categories of social behavior traits that are taken from user posted content in this section.

3.2.1 Text Feature Extraction

Text features refer to features extracted from user posted content that describe the text content,
including text length, words used, and emotional polarity (negative, neutral, positive). Social bots
typically generate large amounts of automated text content with more mechanized speech patterns
than human users, and can suffer from grammatical errors and text incoherence. Some social bots
also mention or post content related to a particular topic, while human users post more diverse
content. Specifically, we first extract the text content posted by users UTi = {T1, T2, . . . , Ti}, where
Ti = {

t1, t2, · · · , tj

}
denotes the text information posted by each user. Then, each text content is input

into the ALBERT model, which is processed in the same way as the above personal description feature.
Each text tj passes ALBERT to get the text feature vector t′

j . The text vector T ′
i for each user is created

by integrating their text feature vectors. Finally, the activation function PReLU and full connection
layer are used to construct the user’s text feature vector f Ti

∈ R
D2/2×1, where D2 stands for the feature

dimension of social behavior. Eq. (3) provides a calculation for the feature vector.

f Ti
= ϕ

(
W t · T

′
i + bt

)
(3)

3.2.2 Gene Sequences Feature Extraction

User interactions typically include tweets, retweets, and replies to comments, reflecting the
differences between average users and social bots. This paper encodes the behavioral gene sequences
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characteristics according to the user interaction type, and the type of each text is represented by
different characters, representing the bases of the gene sequences. The idea is derived from the digital
DNA coding proposed by Cresci et al. [42], where they model the social behaviors of social network
users similar to a biological DNA with its four nucleotide bases (A, C, G, T). The initial character of
each text content is taken from the user’s published text Ti = {

t1, t2, · · · , tj

}
in this particular study,

and the base of the gene sequences is encoded based on the kind of the first letter. The letter A stands
for the text that the user has forwarded; the character T denotes a reply or other mention; and the
character C denotes the user’s original text. As there are a variety of users posting, this paper uses the
user with the most postings as the standard and inserts the letter G to fill in the gaps left by other users.
The empty content must be filled in order to more accurately pinpoint some social robots’ individual
behaviors. Fig. 3 shows the coding procedure.
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Figure 3: Behavioral gene sequences coding

where each user’s gene sequence is represented by Di:

Di = {A − retweet, T − reply, C − tweet, G − Null} (4)

After coding, each user gets a behavioral gene sequence Di = (A, T , C, C, C, T , · · · , G) that
belongs only to them. Then, it is normalized, and the activation function LeakyReLU and full
connection layer are used to obtain the feature vector f D ∈ R

D2/2×1 of the user behavior gene, as
indicated in Eq. (5).

f D = ϕ (W d · Di + bd) (5)

The user’s text features and gene sequences features are combined to form social behavior feature
f b = [f T , f D] ∈ R

D2×1, and the social behavior feature f is extracted using MLP:

f = LeakyReLU
(
W 2 · LeakyReLU

(
W 1 · f b

))
(6)

3.3 Improved Graph Neural Network for Social Robot Detection

This section aims to build the graph neural network model ResGAT-FiLM, extract the user’s
social relationship subgraph features, and integrate them with social behavior features to realize social
robot detection. graph attention networks (GAT) can encode the features of nodes and adjacent nodes.
However, they may ignore the differences between node features when summarizing the features of
adjacent nodes, making it difficult to describe the differences in topological relationships between
nodes in social networks. This paper proposes a ResGAT-FiLM model to extract subgraph features
of social relations. It uses the Graph Attention Network version2 (GATv2) [43] to dynamically
compute the attention weights between nodes, followed by a graph convolutional layer with FiLM [44]
introducing the GATv2 layer. The moderator and bias terms of FiLM adjust each node’s features by
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learning global and local information to maintain the feature differences between different nodes. The
residual structure is introduced between the convolutional layers to avoid the problem of disappearing
gradients, and it can also be used to learn the information embedded in the training and test data [45],
thus providing the model with more detailed features, improving the training speed and generalization
ability of the model, and thus processing large-scale graph data more effectively.

The user node features extracted in Section 3.1 are preprocessed using the full connection layer
and LeakyReLU activation function. This is done to reduce the dimension of the input node features
and increase the nonlinearity, aiming to enhance the expressiveness of the model. The processed node
features and social relationship subgraph structure are input into GATv2, and the aggregated feature
vector of each node is obtained. Calculate the attention weight of each node, vid Eq. (7).

ei,j = aTLeakyReLU
(
W · [

f i||f j

])
(7)

where a and W are learnable parameters, f represent embedded node features, and ‖ represent vector
concatenation. LeakyReLU is a modified linear element function that improves the nonlinearity of a
network.

The calculated attention weight is normalized by softmax, and the normalized attention weight
αi,j is obtained:

αi,j = exp
(
ei,j

)
∑

k∈Ni
exp

(
ei,j

) (8)

where Ni is the set of neighbor nodes of node i.

For each node, its own eigenvector f i and the eigenvector f j of other nodes are weighted and
summed, and this weight is the attention weight obtained through the above calculation process. The
eigenvector of each node can be calculated through the attention weight, and the formula is as follows:

xi = αi,iW · f i +
∑

j∈Ni
αi,jW · f j (9)

where W represents a learnable parameter matrix.

The input and output of the GATv2 layer are linearly transformed to get a vector x′
i ; the formula

is:

x
′
i = [W 1 · f , W 2 · xi] (10)

where W 1 and W 2 represent learnable parameter matrices.

For the node feature vector x′
i , the global transformation operation of the FiLM layer is carried

out to obtain the global regulatory factor γ g and the bias term βg, and the calculation formulas of the
regulatory factor γ g and the bias term βg are as follows:

γ g = σ
(
W g

γ
x

′
i + bg

γ

)
(11)

βg = W g
β
x

′
i + bg

β
(12)

where W g
γ

and W g
β

are learnable weight matrices, bg
γ

and bg
β are learnable bias terms, and σ represents

the Sigmoid function.

Then, the local transformation operation of the FiLM layer is carried out on the node feature
vector x′

i , and the local regulator γ and the offset term β are obtained. After global transformation
and local transformation operations, the eigenvector of the node is obtained:
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hi = (1 + γ g) · x
′
i + βg +

∑
j∈N(i)

γ · (
W ij · x

′
j + β

)
(13)

where W ij is a learnable adjacency matrix.

Combine features x′
i and hi to get feature vector h

′
i , input it into the FiLM layer, and calculate the

final feature vector h
Rj
i , as shown in Eq. (14).

h
Rj
i = (

1 + γ g′) · h
′
i + βg′ +

∑
j∈N(i)

γ ′ ·
(

W ij · h
′
i + β ′

)
(14)

The calculation process of the adjustment factor and bias term in FiLM is the same as in Eqs. (11)
and (12).

Feature vectors hR0
i , hR1

i and hR2
i of the three types of user social relationship subgraph are fused

with the user social behavior features extracted in Section 3.2 to obtain feature vector hfusion:

hfusion = W · [
hR1

i , hR2
i , hR3

i , f
] + b (15)

Finally, the output layer converts the feature vector to get h
′
fusion, and then uses the softmax layer

to convert the output into a probability distribution for detection. The formula is as follows:

P = softmax
(

W 2 ·
(

LeakyReLU
(

W 1 · h
′
fusion + b1

))
+ b2

)
(16)

Then, this paper uses Focal Loss optimizer [46] to train the social robot detection model:

L (θ) = − 1
N

N∑
i=1

[
α (1 − yi)

χ ln (1 − pi) + (1 − α) yχ

i ln (pi)
] + λ

2
||θ ||2

α = number of negative samples
number of negative samples + number of positive samples

(17)

where N is the total number of samples in the dataset, yi is the real label of the i-th sample, pi represents
the probability value predicted by the model for the i-th sample, α represents the weight of the positive
sample, and (1 − α) represents the weight of the negative sample. Positive sample counts correspond
to the number of social robots, whereas negative sample counts correspond to the number of human
users. The χ is a tunable parameter that adjusts the weight of the difficulty sample. The θ represents
all trainable parameters in the model, θ= 0.001, and λ is the weight attenuation coefficient, λ= 0.005.

4 Experiments
4.1 Experiment Settings

(a) Datasets

In this paper, we have selected two datasets, TwiBot-20 [47] and Cresci-15 [48], both of which are
public datasets in the bot repository (botometer.osome). These datasets are utilized to construct social
network relationship graphs. The dataset Cresci-15 consists of two types of human user sets, TFP and
E13, and three types of social bot sets, FSF, INT, and TWT, which contain account information,
postings, and social relationships for each user. Users in the dataset TwiBot-20 are classified into four
interesting areas: politics, business, entertainment, and sports, and contain semantic, attribute, and
neighborhood information about the users. The social relationships between users in these two datasets
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include following and followed relationships. Table 2 summarizes the statistics of these two datasets,
where total represents the total number of users in the datasets, humans represent the number of human
users, bots represent the number of social bots, tweets represent the number of texts posted by the users,
and edge represents the number of social relationships contained in the datasets. In this paper, these
two datasets are divided into training, validation, and testing sets, where 60% is used for training, 20%
for validation and 20% for testing. A total of 11,836 users containing humans and bots are selected
from the TwiBot-20 dataset for experiments.

Table 2: Datasets

Dataset Total Humans Bots Tweets Edge

Cresci-15 5,301 1,950 3,351 2,827,757 7,086,134
TwiBot-20 229,580 5,237 6,589 334,881,92 33,716,171

(b) Environmental settings and hyperparameters

The experiments in this paper are conducted under Ubuntu 18.04 operating system using
Python3.8 and Pytorch1.11 experimental environment on a workbench with Intel(R) Xeon(R) CPU
E5-2686 v4 @ 2.30 GHz, NVIDIA GeForce RTX 3080 Ti and 60 GB memory capacity. To implement
the proposed method, libraries such as NumPy, Pandas, Scikit-Learn and Torch geometric are applied.

Hyperparameters setting: The model was trained 120 times using AdamW optimization, and the
feature embedding dimension is set to 132. The initial learning rate is set to 0.001, weight decay is set
to 0.005, and the parameter dropout is set to 0.3.

(c) Evaluation metrics

In order to evaluate the performance of the proposed method, this paper uses four performance
metrics: Precision, Recall, F1-score, and Accuracy [49]. TP (True Positive) represents the number of
correctly detected social bots, FN (False Negative) represents the number of incorrectly detected social
bots, FP (False Positive) is the number of incorrectly detected human users, and TN (True Negative)
is the number of correctly detected human users.

Accuracy: the percentage of correct results out of the total sample.

Accuracy = |TP + TN|
|TP + TN + FP + FN| (18)

Precision: the percentage of predicted positives that are correctly categorized.

Precision = |TP|
|TP + FP| (19)

Recall: the percentage of actual positives that are correctly categorized.

Recall = |TP|
|TP + FN| (20)

F1-score: combines Recall and Accuracy to produce a single metric that falls between them.

F1 − score = 2 · Precision · Recall
Precision + Recall

(21)
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4.2 Comparative Analysis of Feature Visualization

Social bots are difficult to detect due to the variety of social network data types and the fact that
the new generation of social bots can masquerade as real human users. To better utilize the existing
data to extract effective features to identify social bots, this section illustrates the effectiveness of the
selected features by visualizing and analyzing the numbers, configuration information, text content,
and text types in social network data.

4.2.1 Nodal Characterization Analysis

In social networks, Followers_count represents the number of followers of a particular user, and
Friends_count represents the number of other users followed by that user. These two figures are usually
key indicators of social media user activity and influence. Social bots follow a large number of users
in order to increase their influence. The scatter distributions of Followers_count and Friends_count are
shown in Fig. 4. It is found that the scatter distribution pattern of the social bots in the right figure is
concentrated on the Friends_count axis compared with the human users in the left figure, indicating
that the social bots follow a larger number of users than the human users.

Figure 4: Scatter plot of Followers_count vs. Friends_count

Favourites_count is the number of posts a user likes or favorites, and Listed_count is the number of
times a user has been added to the list by other users, both of which reflect the popularity of Internet
users. The scatter distributions of Favourites_count and Listed_count are shown in Fig. 5. The figure
on the right clearly shows that the social bot distribution is concentrated on the Favourites_count
axis, where social bots like or favorite other posts in large numbers in a short period of time, and are
relatively less frequently added to the list by other users. In contrast, the left graph human users show
a relatively balanced number of Favourites_count and Listed_count, reflecting a more reasonable ratio
between these numbers.

Statuses_count represents the total number of contents posted by a user, and Created is the age
at which the account is registered. Both of these figures also measure aspects such as how active a
user is on the platform, the history they have accumulated, and their social dominance. Typically, the
longer an account has been created, the more its Statuses_count increases. The scatter distributions
of Statuses_count and Created are shown in Fig. 6. It shows that the human user on the left tends to
increase the amount of user posted content over time. On the contrary, the social bots on the right
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graph have a relatively high number of Statuses_count when their Created time is relatively new, and
the overall trend of Statuses_count does not increase with the increase of Created time.

Figure 5: Scatter plot of Favourites_count vs. Listed_count

Figure 6: Scatter plot of Statuses_count vs. Created

Strongly correlated data may negatively affect the performance of the model as they may introduce
redundant information leading to overfitting and degradation of model generalization performance.
When performing feature selection, it is necessary to consider the correlation between node features
and select features that are weakly correlated with other data. In order to quickly identify which
features are highly correlated with other features, and to identify the features that may be redundant
for them, this paper analyzes Spearman’s rank correlation coefficient on the user profile information
[50], and calculation is done to obtain the Spearman’s correlation coefficient matrix, which is shown
in Fig. 7. It can be seen that Statuses_count has a high correlation with other numerical features. As a
result, the numerical features in this paper are not selected from this data, but from other feature data.
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Figure 7: Characteristic Spearman correlation coefficient diagram

4.2.2 Social Behavior Analysis

Humans and social bots have different preferences and habits when using language, and these
preferences and habits will be reflected in the words and phrases they use. In order to visualize the
differences between the content posted by human users and bots and to verify the validity of the
features proposed in this paper, a word cloud graph [51] is generated to compare the content differences
between humans and bots. From Fig. 8a, it can be seen that humans may be more inclined to share
their personal experiences and feelings when using social media. Hence, the words and phrases they
use are more diverse, while those used by social bots are relatively homogeneous. The higher frequency
of Trump mentions by bots can be seen in Fig. 8b, indicating the influence of social bots on politics.

In summary, visual analytics is an effective method that can better help us extract useful informa-
tion from massive data and identify feature patterns related to social robots. Utilizing visualization,
we can more intuitively show the correlation and importance between different features, as well as
discover the complex associations between some features. We can extract key feature information more
accurately, identify social bots, and provide useful references for the governance, standardization, and
management of the social network industry.



1788 CMC, 2024, vol.78, no.2

Figure 8: A word cloud visualization of user-posted content

4.3 Experimental Contrastive Analysis

This section evaluates the performance of a social robot detection method based on linear modula-
tion of social relationship subgraph features through experimental analysis. Ablation experiments are
performed to verify the effect of the selected features on the detection performance and the validity of
the proposed model. The effectiveness of the proposed method is verified by comparison experiments
with other research methods under datasets.

4.3.1 Ablation Experiment Analysis

(a) Features ablation experiment

To assess the impacts of user features on detection performance, this paper performs feature abla-
tion experiments, where F/All denotes number features, description features, configuration features,
text features, and behavioral gene sequences; F/Description denotes description features; F/Number
denotes number features; F/Configuration denotes configuration features; F/Tweets denotes text fea-
tures; and F/DNA denotes behavioral gene sequences. In order to validate the effectiveness of the graph
convolutional network ResGAT-FiLM model proposed in this paper, a comparison is made between
GCN [52], GAT [53], HAN (Hierarchical Attention Network) [54], and HGT (Heterogeneous Graph
Transformer) [55] graph convolutional network models. To verify the role of user social relationships
in recognizing social robots, experiments without network structural features are conducted using a
multilayer perceptron network.

In this experiment, the Twibot-20 dataset is used to conduct ablation experiments, in which a class
of features are removed from the feature set each time and tested on different graph convolutional
networks and multi-layer perceptron models. The histogram of ablation results is shown in Fig. 9. As
can be seen from Fig. 9a, the method proposed in this paper performs best on the comprehensive
feature set. That is, under the comprehensive feature set of digital features, description feature,
configuration features, text feature, and behavioral gene sequences, the model shows higher accuracy,
recall, F1-score, and precision. This indicates that by combining the graph attention network and
FiLM module, the model in this paper shows high efficiency in learning node and structural features.
At the same time, the introduction of residual structure can also avoid gradient disappearance and
gradient explosion in deep neural networks, which increases the robustness and characterization ability
of the model and improves the detection accuracy of social robots. All the experimental results show
that each class of features plays an important role in the recognition of social robots. Numerical
features, being the more basic features, are the least distinguishable, while the model using the feature
set F/All that contains all features performs the best, which proves the importance of the combination
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of diverse features. Through comprehensive experimental results, it is also found that compared with
the single feature and other five models, the proposed model shows better accuracy and F1-score in
identifying social robots, which can correctly identify and classify social robots in social networks and
reduce misclassification. As can be seen from Figs. 9e and 9f, the worst performance is achieved when
only behavioral gene sequences are used without combining text features. Text features can reflect
users’ speech habits and content, while gene sequences reflect users’ Posting types on different topics
in different scenarios. The combination of these two features can describe users’ social behaviors more
comprehensively, thus improving the accuracy and robustness of social robot detection.

Figure 9: Results of characteristic ablation experiment

(b) Model ablation experiment

Based on the results in Table 3 and Fig. 10, we conduct a series of model ablation experiments in
order to gain an in-depth understanding of the performance of our proposed model and the effects
of its different components on the performance. The table shows how four different model config-
urations (Ours, No-subgraph, No-Film, No-Res) perform on four performance metrics: accuracy,
F1, Precision, and Recall. In all performance indicators, the proposed model achieves the highest
score. Specifically, it achieved 86.81% accuracy, 88.24% F1-score, 85.28% accuracy, and 91.41% recall,
respectively. This shows that our proposed complete model performs well in the task and has high
classification performance. The No-subgraph model is an experiment with subgraph information
removed. Compared with our model, its accuracy decreases slightly with a value of 84.87%. This
implies that the subgraph information has a positive effect on the performance of the task. F1-scores
also drop from 88.24% to 86.35%. This shows that subgraph information plays an important role in
the classification decision of the model, especially when dealing with complex relationships. The No-
Film model is an experiment in which the FiLM module is removed. Its accuracy drops to 84.53%,
with an F1-score of 86.31%. The No-Res model is an experiment in which residual connections are
removed. Compared with our model, the accuracy of the No-Res model is 85.04% and the F1-score is
86.87%. Our complete model performs well on all performance metrics, demonstrating its effectiveness
in relation to classification tasks.
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Table 3: Model ablation experiments

Metric Ours No-subgraph No-film No-res

Accuracy 86.81(%) 84.87(%) 84.53(%) 85.04(%)
F1 88.24(%) 86.35(%) 86.31(%) 86.87(%)
Precision 85.28(%) 84.35(%) 82.78(%) 83.12(%)
Recall 91.41(%) 88.44(%) 90.16(%) 90.78(%)

Figure 10: Line diagram of model ablation experiment

4.3.2 Comparative Analysis of Performance Indicators

To evaluate the performance of the social robot detection method proposed in this paper, five
social robot detection methods are compared on both datasets, and the average values of the five
experimental results are reported in Table 4. As can be seen from Table 4, compared with other
methods, the method proposed in this paper performs best and successfully improves the detection
accuracy of social robots. The specific analysis is as follows.

Table 4: Performance comparison of social robot detection methods

Dataset Metric Ours GCNN
Bot [37]

BGSRD
[38]

BotRGCN
[39]

DeePro
Bot [26]

Friendship
preference [24]

TwiBot-20

Accuracy 86.81(%) 75.14(%) 60.88(%) 84.53(%) 81.89(%) 74.05(%)
Precision 88.24(%) 73.61(%) 58.11(%) 84.71(%) 84.89(%) 72.29(%)
F1 85.28(%) 77.13(%) 72.97(%) 85.80(%) 85.25(%) 77.87(%)
recall 91.41(%) 83.45(%) 95.71(%) 88.28(%) 76.30(%) 84.38(%)

Cresci-15

Accuracy 97.86(%) 84.35(%) 89.47(%) 96.31(%) 85.81(%) 73.76(%)
Precision 96.45(%) 90.89(%) 87.66(%) 95.49(%) 85.7(%) 98.33(%)
F1 98.01(%) 85.50(%) 91.16(%) 97.27(%) 91.14(%) 73.93(%)
recall 99.23(%) 79.60(%) 96.09(%) 98.11(%) 96.34(%) 59.23(%)

The friendship preference [24] method proposes a new feature of friendship preference; that is, the
feature of friendship preference is extracted from the profile attributes of users’ followers. DeeProBot
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[26] uses account information, including numeric values, binary attributes, and profile text data. Both
Friendship preference and DeeProBot methods do not consider the user’s social relationship, and
their performance on the two datasets is inferior to that of the proposed method. GCNNBot [37]
takes age, status count, account length name, followers count, friend count, and like count as node
characteristics of the user and enters them into the GCN layer to identify social bots. BGSRD [38]
uses BERT and GCN to realize the detection of social robots, and uses the BERT model to initialize
the representation of document nodes in the text graph, which is used as the input of GCN. These
two kinds of methods extract user digital information and tweet text information to construct graph
structure. In contrast, this paper comprehensively considers user numbers, Configuration and personal
description information, and proposes a ResGAT-FiLM graph attention model, which can learn
node and structural features flexibly and efficiently. The method proposed in this paper has better
detection effect than the other two methods. BotRGCN [39] comprehensively considers the semantic
and attribute information of multi-modal users to build a heterogeneous graph, and applies the graph
attention network to enhance its capture of social robots with multiple camouflage capabilities. This
method performs better than the other methods on datasets. On this basis, this paper constructs the
user’s social relationship subgraph and social behavior, comprehensively learn the relationship and
behavior of social robots, and solve the problem of multiple nodes and complex relationships in social
networks. The integration of social relationship subgraph features and social behavior features can
reflect the function of nodes in social networks more comprehensively, and improve the accuracy and
robustness of social robot detection. The detection accuracies of the proposed method on the Cresci-15
and TwiBot-20 datasets are 1.35% and 2.2% higher than that of the BotRGCN method, respectively.

5 Conclusions

As a non-negligible existence in social networks, social robots bring challenges to the healthy
development and standardized management of social networks. Aiming at solving the problem of
social robot detection, this paper proposes an improved graph neural network social robot detection
method. First, we extract the features of user social relationship subgraphs and user metadata to form
the node features of the social network and simplify the complex social network. Then a ResGAT-
FiLM model is proposed by using multi-layer graph convolution to learn the hidden information of
complex interactions between user nodes and neighbor nodes. The model includes a neural network
layer of residual structure, FiLM, and graph attention networks, which can learn user structure
features flexibly and efficiently. In order to achieve a comprehensive analysis of social robots and
improve recognition accuracy, this paper further learns users’ social behaviors and uses them to modify
users to obtain more accurate recognition results. Finally, experiments are carried out on two real
datasets to compare and analyze the latest research on robot detection in social networks. Ablation
experiments are also conducted to verify the effectiveness of the features and models proposed in
this paper, and feature visualization analysis is used as an auxiliary feature for social robot detection.
The experimental results show that the method based on social graphs can learn user relationship
characteristics better and perform better in extracting multiple social relationships and integrating
user social behaviors. In the future studies, we will delve deeper into the malicious behaviors of social
robots to enhance the identification of malicious social robot users, and conduct an in-depth study of
the evolutionary trends of social robots and design more intelligent and robust algorithms to effectively
counter potential emerging tactics in social robot attacks.
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