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ABSTRACT

Accurate forecasting of time series is crucial across various domains. Many prediction tasks rely on effectively
segmenting, matching, and time series data alignment. For instance, regardless of time series with the same
granularity, segmenting them into different granularity events can effectively mitigate the impact of varying time
scales on prediction accuracy. However, these events of varying granularity frequently intersect with each other,
which may possess unequal durations. Even minor differences can result in significant errors when matching
time series with future trends. Besides, directly using matched events but unaligned events as state vectors in
machine learning-based prediction models can lead to insufficient prediction accuracy. Therefore, this paper
proposes a short-term forecasting method for time series based on a multi-granularity event, MGE-SP (multi-
granularity event-based short-term prediction). First, a methodological framework for MGE-SP established guides
the implementation steps. The framework consists of three key steps, including multi-granularity event matching
based on the LTF (latest time first) strategy, multi-granularity event alignment using a piecewise aggregate
approximation based on the compression ratio, and a short-term prediction model based on XGBoost. The data
from a nationwide online car-hailing service in China ensures the method’s reliability. The average RMSE (root
mean square error) and MAE (mean absolute error) of the proposed method are 3.204 and 2.360, lower than the
respective values of 4.056 and 3.101 obtained using the ARIMA (autoregressive integrated moving average) method,
as well as the values of 4.278 and 2.994 obtained using k-means-SVR (support vector regression) method. The other
experiment is conducted on stock data from a public data set. The proposed method achieved an average RMSE and
MAE of 0.836 and 0.696, lower than the respective values of 1.019 and 0.844 obtained using the ARIMA method,
as well as the values of 1.350 and 1.172 obtained using the k-means-SVR method.
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1 Introduction

Time series data, a collection of data recorded at specific intervals over a given period, are
prevalent in various domains, such as finance [1,2], energy [3], transportation [4], and meteorology [5].
Time series prediction is used to forecast future events by analyzing the trends of the past based on the
assumption that future trends will be similar to historical trends [6]. To serve this purpose, patterns such
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as trends, regular or irregular cycles, and occasional shifts in level or variability are usually analyzed.
In most prediction problems, it is required to process the historical time series data. The initial step
usually involves segmenting the time series, followed by matching time series, aligning time series, and
performing feature processing. Beginning with segmenting the time series allows for identifying similar
patterns by clustering and aggregating subsequences. Subsequently, these patterns can be matched to
a prediction target to forecast future trends. However, inaccurate segmentation caused by unknown
scalable time series patterns with variable lengths can lead to decreased prediction accuracy. For
example, segmenting methods that rely on fixed time windows often result in incomplete subsequences
or excessive noise, such as the k-means-SVR method [7]. Consequently, inaccurate segmentation of
time series data adversely affects the accuracy of subsequent steps.

Recurring and significant time series patterns are called events. Some traditional time series
prediction methods use all time series data to construct models. This not only causes inefficiency but
also makes it impossible to quickly track the short-term changes in trends. Moreover, these methods
almost always require the data to have a steady state, i.e., a linear model with linear correlations in the
internal data, which is difficult to fit effectively for nonsmooth data with high volatility. Therefore, it
is necessary to detect various granularity events to improve the matching degree. These events often
have varying lengths and do not have an “either/or” relationship. Instead, they can be inclusive or
partially overlapping. Even minor differences in events can bring significant errors when trying to
match them with future trends in time series analysis. Therefore, it is crucial to effectively match
events of different granularities, which is a challenging task in time series analysis. Traditional methods
have limitations when it comes to matching multi-granularity events, resulting in ineffective model
fitting and a decline in model prediction performance. Furthermore, once events have been matched,
they cannot be directly used as a state vector to construct machine learning-based prediction models
because their durations may differ. Therefore, dimension alignment is also necessary after matching
the events, which is another challenging task in time series analysis.

In summary, the innovations and contributions of our work include the following five points:

1. A methodological framework, called MGE-SP (Multi-granularity Event-based Short-term
Prediction), is proposed to guide the implementation steps of our method, MGE-SP (multi-granularity
event-based short-term prediction). This framework incorporates our previous work on multi-
granularity event detection based on self-adaptive segmenting [6].

2. A method of multi-granularity event matching that uses the LTF (Latest Time First) strategy is
proposed. This method enables the matching of a real-time time series with multi-granularity events.

3. A method of time series alignment that uses piecewise aggregate approximation based on
compression ratio is proposed. This method allows for the alignment of multi-granularity events.

4. A time series prediction model based on XGBoost is constructed. In this model, the aligned
event instances serve as the state vectors for training the prediction model.

5. To demonstrate the universality of our method, experiments are conducted using two datasets
from different domains: a customized passenger transport dataset and a stock dataset. The experi-
ments involve comparing our method with traditional models such as ARIMA and k-means-SVR
using the entire dataset.

The paper is organized as follows. In Section 2, a survey of related work is presented. In Section 3,
the details of some definitions and the problem description to be solved are listed. The time series
framework and several methods in this framework are provided in Sections 4 and 5. The MGE-
SP has been evaluated using different datasets. In Section 6, a detailed experimental validation and
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analysis are presented. Finally, in Section 7, we provide a summary and discuss what we intend to do
in future work.

2 Related Work

In the field of time series analysis, time series prediction is an important research topic. Predicting
the data trend can help users make reasonable decisions and plans, which is widely used in finance
[1,2], energy [3], transportation [4], meteorology [5], and other fields.

Time series prediction methods can be roughly classified into two categories: linear and nonlinear
prediction. Traditional linear prediction methods, such as ARMA (autoregressive moving average)
[8,9], are linear prediction models based on autoregressive models and moving average models. ARMA
achieves the prediction by establishing linear equations for time series data to find the correlation
between the before and after data. Based on ARMA, ARIMA (autoregressive integrated moving
average) [1 0] was proposed. In contrast to ARMA, ARIMA first differentiates the original time series
and models the data after the different series are smoothed. In recent years, many researchers have
extended the ARIMA model. SARIMA (seasonal autoregressive integrated moving average) [11] is
an autoregressive model that has been used to deal with data containing seasonal factors. SARIMA
first eliminates the periodicity within the time series by building an ARIMA model at each period
interval, thus obtaining an aperiodic time series, and then using ARIMA to analyze the data [12]. In
addition to SARIMA, the ARFIMA (autoregressive fractional integrated moving average) [1 3] model
is often used to predict sequence data with long memory. The consistency of the Bayesian information
criterion is extended to ARFIMA models with conditional heteroscedastic errors. The consistency
result is valid for short memory and long memory. The autoregressive conditional heteroskedasticity
(ARCH) model [14] is usually used to analyze the variance, error, and square effect of time series to
determine the volatility of the data. It has been proven that ARCH can achieve a better prediction
effect than ARIMA when the data have volatility [14]. Another approach that can be used to address
volatility and heteroscedastic data is the EWMA (exponentially weighted moving average) model [15].
The key to the EWMA model is the setting of dynamic weights, where the observations at each moment
attenuate exponentially over time. The closer to the current moment, the greater the weight of the data.
The EWMA was used to predict stock price movements and achieved better results than the simple
moving average SMA with better results.

The above models are based on the assumption that there is a linear relationship between the
historical data and the current data of the time series. However, for time series data with nonlinear
characteristics, the linear prediction model is difficult to fit effectively. Due to the limitations of linear
prediction methods, machine learning-based prediction methods, such as the hidden Markov model
(HMM) [16], support vector regression (SVR) model [17], and extreme gradient boosting (XGBoost)
model [18] have been proposed. Machine learning-based prediction models essentially build mapping
relationships between time series data. In recent years, nonlinear prediction models based on machine
learning have received increasing attention. Based on SVR, a hybrid multistep prediction model com-
bining SSA (singular spectrum analysis) and VMD (variational mode decomposition) proposed [19],
first uses SSA to eliminate noise in the original data followed by the VMD method to decompose and
extract features from the input sequence data and divide it into multiple sublayers. A two-stage model
[7] was proposed, which first mines the patterns in the historical data using a clustering algorithm,
uses a pattern matching method to find the pattern associated with the sequence to be predicted,
builds an SVR model based on this pattern, and finally uses the SVR model to make predictions. A
novel prediction model [20] was proposed that combines an information granulation algorithm with
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an HMM to transform the original values into meaningful and interpretable entities according to
the principle of granularity determinism. Then, the HMM is used to derive the relationship between
temporal granularities. An algorithm HALSX (hierarchical alternating least squares with eXogeneous
variables) based on hierarchical alternating least squares [21] was proposed, which is validated on
real electricity consumption datasets, as well as recommendation system datasets to demonstrate its
superiority in time series data prediction. A hybrid model combining XGBoost and the gated recurrent
unit GRU [22] was proposed, which uses the GRU algorithm to mine potential features in the sequence,
followed by the construction of an XGBoost model based on the mined features, and finally uses the
model for prediction.

A neural network is a supervised machine learning method that can effectively represent the
mapping relationship between all kinds of nonlinear data, including time series, and solve nonlinear
problems in many fields. BPNN (back propagation neural network) and RBFNN (radial basis function
neural network) [23], were used to predict short-time traffic flow and showed better prediction
accuracy compared with traditional methods. The predictability of the LSTM (long short-term
memory) and ARIMA models [24], were compared in financial time series and stock markets and
proved that LSTM had better performance than ARIMA in dealing with time series with volatility.
Based on LSTM, Kang et al. proposed a prediction model based on bidirectional LSTM [25], and the
comparison with the single LSTM model proved that bi-LSTM could achieve a lower error. A load
forecasting method based on a hybrid empirical wavelet transform and deep neural network [26] was
proposed, in which a bidirectional LSTM method is used. To enhance the accuracy of the MLP model,
the multilayer perceptron (MLP) based on a new strategy was used for predicting daily evaporation
[27]. The fuzzy cognitive block FCB algorithm was embedded into the CNN (convolutional neural
network) in [28] to obtain a good effect on the performance of the CNN.

The key to the prediction method based on machine learning is the construction of a state vector.
At present, most methods slide the time series by designating a fixed-length window. This window
allows for the time series to be divided into several equal-length segmentations, which are subsequently
stored in a pattern database through clustering techniques. Then, pattern matching is performed on
the real-time data, and the matching pattern is used as the state vector to construct the prediction
model. Therefore, setting the sliding window will have a considerable impact on the performance of
this type of method. When there are multiple patterns of different lengths in the time series, pattern
matching becomes more difficult.

3 Problem Statement

A time series is a sequence of data values that occur in successive order over a specific time period.
In this regard, the concept of a time series can be defined as follows.

Definition 1. Time Series: A time series T = (7,, .. ., t,) represents a sequence of data values with
a length of n. Each individual data value is associated with a timestamp, denoted as ¢,. timestamp,
satisfying the constraint of 1 <i < n.

The time series should be segmented before it is used. If it is directly used to construct a prediction
model, the consumption of computing resources will be high. The noise in the time series may affect
the model’s predictability to capture the trend. The definition of segmentation is given.

Definition 2. Segmentation: Given a time series T = (¢,,. .., t,), if a start position i and an end
position j are specified, where 1 <i <j <n, the subsequence S = (¢, ¢4, ..., t;) is called a segmentation.
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The time granularity of S'is ¢,. timestamp —t,. timestamp. It is worth noting that, for unequal sampling
intervals of a time series, the time granularity of equal-length segmentations may not be the same.

According to the trend of a time series, edge points are used to divide the time series into different
segmentations. To measure all the possible edge points, an evaluation criterion, i.e., edge amplitude is
introduced, which represents the trend difference between any two adjacent segmentations, denoted
as §;, S,, on both sides of a point #,. If the edge amplitude of ¢, is larger, the point is more likely to be
labeled as an edge point. As shown in Fig. 1, point A is more likely to be chosen as the edge point than
point B because both sides of point A have a larger difference in amplitude than point B. The time
lengths of the segmentations obtained by dividing the edge points are usually unequal. The detailed
definition will not be repeated here and can be found in [6].
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Figure 1: Example of edge points and segmenting

In the context of a time series, an event refers to a significant incident that manifests itself as a
pattern within the time series data. For example, a traffic block can be identified as an event, which
is depicted as a subsequence within a time series representing bus speeds. This study establishes a
correlation between events and the occurrence of frequent patterns within a time series. The higher the
frequency of a pattern appearing in a time series, the greater the probability of it being classified as an
event. The subsequent definition outlines the characteristics of an event.

Definition 3. Event: Given a time series 7 = (¢,..., t,), a pattern p is defined as an event e if
the proportion of occurrences of p, denoted as support (p), is greater than or equal to the threshold
minFreq, that is support (p) > minFreq.

In an event set E, as the length of these events is not fixed, the events that have inclusively or
partially overlapping relationships with each other are called multi-granularity events.

Definition 4. Multi-Granularity Event: Given an event set E, for any two events el = (¢,..., t,)
ande2=(¢,",...,1t, ), there are three possible relationships between them: 1) for any 7,inel and ¢, " in
€2, t; # t;”; 2) there are subsequences (¢, ..., #,;) in el and subsequences (¢,”, ..., t;, ) ine2, (¢,...,
ty)=(",...,t ); and in 3) there is a subsequence (¢, ",...,, )ine2,m <n, (¢,,...,t,)=(",...,

t,”), and the events in set E are called multi-granularity events.

Given a time series T = (¢,,..., t,) and a multi-granularity event set E, the problem we are
interested in is to match a real-time time series with the set E, to align an unequal real-time series
with all the matched events in E and to predict a real-time time series using the aligned events.
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4 MGE-SP Framework

To solve the problem, a systematic approach involving several steps is necessary. These steps
include detecting, matching, aligning multi-granularity events, and predicting time series data. To
facilitate this data analysis process, a methodological system, the Multi-granularity Events Short-Term
Prediction (MGE-SP) framework, is proposed, as shown in Fig. 2. The framework consists of three
main phases of data processing: multi-granularity event detection, matching, and alignment. Following
these processes, a prediction model based on XGBoost is constructed.
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Figure 2: The MGE-SP framework

In the phase of event detection, segmenting a time series is the first step. By symbolizing time series
and a self-adaptive segmenting algorithm, a historical time series is partitioned into multi-granularity
events. The multi-granularity event detection method based on self-adaptive segmenting [6], SSED, is
the previous work.

In the phase of event matching, a real-time time series, which is symbolized, will be matched with
the events in the multi-granularity event database. The method of event matching is different depending
on different requirements. In this paper, an LTF (Latest Time First) strategy is proposed to match
multi-granularity events.

In the phase of event aligning, event instances with different time scales are aligned to an equal
length, so that they can be used as a state vector to construct a machine learning-based prediction
model. A CRPAA (compression-ratio-based piecewise aggregate approximation) method is proposed
to align the multi-granularity events. Of course, other aligning methods can also be employed in this
phase if there is a special requirement to be met.

In the phase of time series short-term predicting, an XGBoost-based prediction model is con-
structed. The aligned event instances as state vectors are used to construct the short-term prediction
model of the time series.

5 MGE-SP Method
5.1 Event Matching Based on the Latest Time First

For most prediction methods based on machine learning, selecting the state vector is one of the
important factors that determine the performance of the prediction model. In most of the traditional
methods, the sliding window is used to segment a time series, and the similarity distance between
the segmentations is calculated to match the time series pattern. The prediction model is constructed
according to the time series patterns. However, if the source time series patterns are all truncated to
equal length, the event matching must result in a worse effect, and finally, the model is unable to be
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fit effectively. To solve this problem, a method of multi-granularity event matching based on the LTF
(Latest Time First) strategy is proposed. The main idea of the strategy is as follows.

Given a symbolic representation of a real-time time series C4A = (¢,,..., ¢,), set latest(CA,) =
(Copsss - - - » C,) the latest subsequence of CA, where /4 is the length of the subsequence. Given an event
tree Tr with a height of /1 and the latest subsequence latest(CA,;) with length A, starting at the root node,
the nearest subsequence latest(CA,) is matched layer by layer. If there is a node N,; in 7r that meets
N,,.sequence = latest(CA,), a matched event is found, and N,;.sequence is a symbolic representation
of the matched event, where i denotes the depth of the node and j the node number of the suffix
tree. The longest subsequence is chosen. If node N;; cannot be matched, the symbol farthest from the
current time in latest(CA,) is removed. A new subsequence latest(CA,_,) is constructed. The process is
repeated until successful matching is achieved. If the event tree Tr fails to match latest(CA,), the nearest
symbol in the CA is considered to be an exception symbol and is removed. The symbolic sequence CA
is matched again.

An event tree is created as a suffix tree, in which the root node only serves to index the child
nodes. A non-root node N, stores two kinds of information: a subsequence, denoted N, c.quence» Whose
frequency is greater than minFreq, and the set of starting positions of the subsequence, denoted
N suringex» 10 the symbol sequence. More details of the event tree can be found in previous work [6].

To match a symbol sequence CA using the event tree Tr with a height A4, four steps should be
followed.

Step 1: Match the subsequence latest(CA,) by searching the tree T+ from the root to the leaf nodes;
if a successful match is found, go to step 4;

Step 2: Remove the farthest symbol in the latest(CA,) from the current time, i.e., # = h—1; if the
length of latest(CA,) is not zero, a new subsequence latest(CA,) is constructed, and return to step 1;

Step 3: Determine that the symbol subsequence /atest(CA,) is an exception if there is no successful
match to be found in latest(CA,). Remove it from CA, and return;

Step 4: Output the matched node. To match a new symbol subsequence, return to step 1.

The pseudocode of the matching symbol sequence is shown in Algorithm 1.

Algorithm 1: MatchSymbolSeq
Input: a symbol subsequence of real-time time series : latest(CA;) = ((C_piss - - - 5Cu)); the event tree: Tr;
Output: the matched node: Node
l: NodeSet = NULL
while (/2 > 0)
NodeSet = SearchTree(Tr) //Search the tree and obtain all matched nodes
Node = {max(node;) | node; € NodeSet} [/Get the longest symbol subsequence
If latest(CA,) = Node then return Node //1f a successful match is found
Remove ¢, from latest(CA,)
h = h — 1// Remove the farthest symbol in latest(CA4,)
end while
If (A = 0) then return NULL // the symbol subsequence latest(CA,) is an exception

N e ARl 2

To ensure the timeliness of matching events, an event rematch is required following new time series
data. If the last node that has already matched is N;;, suppose that the symbolized representation of
the new data is (¢, - - - , Cram), and a new match of subsequence (¢, . . -, i) Starts. The root node
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of the event treeis N,,. If (¢, . . ., ;1) can successfully be matched at some node in the event tree, the
node is the solution. For example, given a symbol sequence CA = (a, b, ¢, a, ¢, ¢, a, b, ¢, ¢), as shown
in Fig. 3, the matching process of the nearest subsequence (¢, ¢) is as follows. The first step is to match
each of the nodes, N,,, N,,, and N,; using symbol ¢. As node N, ; stores a subsequence of ¢, N, ; is
selected. The second step is to match each of the child nodes, N,, and N,, of node N, ; using the first
two symbols of the subsequence (¢, ¢), i.e., symbol ¢, ¢. As node N, stores the subsequence (c, ¢), the
nearest subsequence (c, ¢) is successfully matched with node N,;,.

Symbol blclale|lec|al|b
Positionindex |0 |1 (2|3 |45 T[(8]9

Ll Event matching
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Figure 3: Event matching based on LTF

5.2 Compression Ratio-Based Piecewise Aggregate Approximation

The process of matching a real-time time series using the LTF strategy can obtain all event
instances in historical multi-granularity events. However, the duration of event instances may not be
the same. For example, all event instances of an event discovered from the dataset, ToeSegmenta-
tionl (http://timeseriesclassification.com/description.php?Dataset=ToeSegmentationl), are shown in
Fig. 4. The time scales of these event instances are between 166 and 221, which is not strictly equal
and cannot be directly used as a state vector to construct a machine learning-based prediction model.
Therefore, dimension alignment is also required on the event instances after matching and obtaining

the event instances.

Event Instance

Observed Value

0 50 100 150 200

Figure 4: Unequal length event instances
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To serve this purpose, an event-aligning method CRPAA (compression-ratio-based piecewise
aggregate approximation) is proposed. For a given set of event instances, CRPAA divides all event
instances into an equal number of segmentations. Then, each segmentation is approximated by its
mean value so that every event instance is mapped into the same low-dimensional space.

Many PLR (piecewise linear representation) methods [29] have been proposed successively to
compress time series and eliminate noise in time series. One important goal of PLR is to reduce the
dimension of a time series. PAA [30]is a PLR method to uses all the data of the time series for the mean
calculation. It is proved that a distance measure between two symbolic strings lower bounds the true
distance between the original time series is non-trivial. PAA reduces dimensions by specifying a time
window of length w and sliding it over the time series so that the time series can be divided into several
equal-length segmentations. Then, each segmentation is approximately represented by the mean of the
segmentations. Given a time series 7' = (¢, . . ., t,) and a piecewise linear function function (), the time
series 7' can be represented as shown in Eq. (1).

Sunction(t,,, t.,,)

Tpir = { function(t,,, t,,,,) (1)

_ function(t,, . 1t,)

where ep; is the ith piecewise point in time series 7" and function(t,,, 1., ) is the linear function

connecting the piecewise points ,, and ,,,,,

Fig. 5 shows the result of using PAA to reduce the dimension of a time series of length 120, where
the sliding window length w = 10.
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Figure 5: An example of PAA

The compression ratio is often used to evaluate the performance of PLR algorithms. The
compression ratio refers to the ratio of the sequence length before and after compression. Given a
time series T = (¢,,. .., t,), if a new sequence of length m can be obtained by using a PLR algorithm,
the compression ratio of the PLR algorithm is calculated by Eq. (2).

Compression_ratio = (1 — m/n) * 100% 2)
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The higher the compression ratio is, the lower the length of the sequence compressed by the PLR
algorithm, and the better the compression effect. Given a time series T = (z,, . . ., z,) and a time window
of length w, T can be reduced to n/w dimensions by PAA and approximated as T = (7,75, . . . » y/)-
The corresponding relationship between 7, and ¢, is calculated by Eq. (3).

t_i = (I/W) Zf%ll’*(i—l)+1 tj (3)

The sequence obtained by using PAA to compress the original sequence can provide a tight lower
bound distance measurement, which can effectively control the error with the original time series and
provide a better representation effect [30]. Based on PAA, CRPAA divides time series into an equal
number of segmentations by specifying the compression ratio to realize dimension alignment of events.

Suppose that latest(CA,) is the symbolic representation of the latest subsequence in a real-time
time series, where /2 is the length of the subsequence, and there are n event instances that are successfully
matched and denoted as ¢,, e,,..., ¢,. For any event instance e; with a length of n;, ¢; is denoted
as (4,1, ...,1,,), where ¢;; is the jth observation value of the ith event instance. For a specified
compression ratio cr, the segmenting number of latest(CA,) can be calculated by Eq. (2) as d =
h*(1 — cr). Taking d as the fixed segmenting number, ¢; is divided into a new approximation of the

segmentation sequence W, = (w;;, w;,, ..., w;,). In each segmentation sequence w;,;, there is at least
one symbol corresponding to an event instance ¢;. Finally, event instance set {e,, ¢,, ..., ¢,} can be
approximated as segmentation sequences {w,, w,, ..., w,} where W, = (W, W5, ..., W;,).

The pseudocode of CRPAA is shown in Algorithm 2.

Algorithm 2: CRPAA

Input: a symbol subsequence of real-time time series: latest(CA,); the set of event instance E; the
compression ratio cr; L

Output: the aligned real-time time series: CA,; the aligned W

1:  d=hx(1 — cr) //his the length of a symbol subsequence of real-time time series

2: CA, = PAACompress(d, latest(CA,))/l compress the sequence by PAA
3: fore inE

4. w; = PAACompress(d, e;)

5: W «—w,

6:  end for

7 return CA,, W

The performance of CRPAA depends on the compression ratio. The lower the compression ratio
is, the more information is retained. However, in this situation, there is the problem of dimensional
disaster, although the original time series can be better characterized. In contrast, using a higher
compression ratio causes the loss of more information and a lower performance of model fitting,
although the dimensional disaster can be avoided and the model fitting process is fast. Therefore, the
key to improving CRPAA performance is finding the balance point between maximizing dimensional-
ity reduction and retaining trend information. In time series analysis, a fitting error [31] is usually used
to measure the completeness of time series information. A fitting error refers to the degree of fitting
between the sequence of dimensionality reduction and the original time series. The lower the fitting
error is, the more complete the retained trend information is; otherwise, more information is lost.
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Given a time series T = (4, ..., t,), using CRPAA, T is divided into d parts and transformed
into a new subsequence W = (w,,w,,...,w,) with a length of d. The fitting error fitting_err of W is
calculated by Eq. (4).

fitting_err = \/ Z; (ti - Wrw)/nw)z @

For a set of event instances {¢;, ¢,, ..., ¢,}, using CRPAA, if all the event instances are compressed,
the cumulative fitting error is calculated by Eq. (5).

acc_fitting_err = Z’:I fitting_err(e;) ©)

For example, CRPAA is used to compress the event instances obtained from the dataset ToeSeg-
mentationl, as shown in Fig. 4. Fig. 6 shows the cumulative fitting errors under different compression
ratios. When the compression ratio increases from 50% to 70%, the cumulative fitting error changes
gently. When the compression rate increases to 75%, the cumulative fitting error has a substantial
upward trend. Therefore, by choosing 70% as the recommended compression ratio, the time series can
be compressed to the greatest extent while ensuring a low cumulative fitting error.

o D3

2 e Cumulative fitting error ,
T (.4

E /
- /
202
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Figure 6: Cumulative fitting errors under different compression ratios

Based on the analysis, a compression ratio search algorithm is proposed. The cumulative fitting
error is calculated iteratively by setting an initial compression ratio of 50%, rising by increments of
5% each time to 95%. All the cumulative fitting errors are sorted into a sequence. While searching the
sequence using the method in [32], the inflexion point is resolved as the recommended compression
ratio. The pseudocode of the compression ratio search algorithm is shown in Algorithm 3.

Algorithm 3: SearchingCR

Input: real-time time series latest(CA;) with a length of 4, event instance set E = {e,.e,, ... .e,}

Output: compression ratio cr

cr = 0.5; cufiterrList <& //initialize compression ratio and cumulative fitting error set

for cr = cr + 0.05 until cr > 0.95
d = hx(1 — cr) llget the segmentation number of the real-time data latest(CA,)
cu_fitting_err = > fitting_err(e;) //get the cumulative fitting error by Eq. (5)
cufiterrList < cu_fitting_err

end for

cufiterrList = sorting (cufiterrList) //sorting the cumulative fitting error set

cr = chooseinflexion(cufiterrList) //get a compression ratio according to [32

return cr

R A ol ey
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5.3 XGBoost-Based Prediction Model

Based on the process of dimension alignment, XGBoost is used to construct the short-term
prediction model of the time series. XGBoost is a boosting model based on a decision tree, which has
advantages, such as fast training speed and a good fitting effect [33]. It performs iterative calculations
by constructing multiple weak classifiers and finally uses the cumulative output of multiple weak
classifiers as the final prediction result. XGBoost combines the loss function and the regularisation
term to construct the objective function, uses the second-order Taylor expansion to enhance the
decline rate of the objective function, and reduces the complexity of the model. At the same time,
XGBoost supports parallel operation at the feature granularity level, so it has a faster fitting speed
than traditional boosting methods, such as gradient boosting trees.

For a given dataset with n examples and m features D = {(X;, Y)} (D] = n, X; € R", Y; € R,
where each X, corresponds to a real-valued label Y, the prediction model of XGBoost consisting of
K weak classifiers is represented by Eq. (6).

~ K
V=2 A (©)
where f,(X;) is the predicted value of the kth tree.

The objective function of XGBoost is constructed by a loss function plus a penalty function of
the regularisation term, as shown in Eq. (7).

J= z; loss(Y,, ) + Zk: Q) (7)

where loss(Y;, ?l-) is the deviation function between the target Y; and the prediction value Y. Q(f) 1s
the penalty function of the model, as shown in Eq. (8).

1 T
Q () =y|T|+§AZH ? (8)

where y and A are the penalty weights and |77 is the number of leaf nodes in the kth decision tree. w;
is the weight of the jth leaf node in this decision tree.

XGBoost is essentially an integration that uses the residual to construct multiple weak classifiers
that work together to make the final decision. Therefore, the objective function can be further
represented as follows in Eq. (9).

J( =" loss(Y, Y0+ fi(X) + Q(f) + € ©)

where ¥ is the cumulative predicted value obtained from the first k — I trees, and C'is the prescribed
constant term.

To construct the short-term prediction model of the time series, the aligned event instances as
state vectors are used to train the model. The training framework for the short-term prediction model
is shown in Fig. 7.

The Bayesian optimizer constructs a posterior model based on the performance of the available
samples in the optimization objective function. In each iteration, depending on the previous observed
historical performance, the next optimization is performed, continuously updating the posterior
probability model to search for the local optimal parameters in the optimization objective function.
As the entire machine learning framework has a large parameter space, Bayesian optimization is
slow to start. A meta-learning approach is used for Bayesian optimization. Based on meta-learning,
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many configurations are selected, and their results are used to seed Bayesian optimization. The whole
machine-learning process is highly automated and can save users much time.

Event Instances, 3 ( . ( Model Parameter Ensemble
Future value, '[ Meta-leaming I_ XGBoost Predicting Space Building

Hyperparameter

Machine learning Framework

Automated machine leaming

Figure 7: Automated training framework for XGBoost models

The automated training framework based on the Bayesian optimizer is used to optimize the
parameters of XGBoost. There are three steps altogether:

1. Align the event instances with which a real-time series time is successfully matched together with
the future observations corresponding to the event instances using CRPAA. Then, the event instances
are input into the training framework as true values.

2. Initialise the Bayesian optimizer using meta-learning.

3. Predict future observations using the parameters of the current model to evaluate the difference
between the true value and the predicted value and to optimize the parameters using the Bayesian
optimizer according to the difference.

6 Performance Evaluation

To evaluate the performance of the MGE-SP, we took two experiments, a customized passenger
transport in Xiamen, China, and a stock to analyze our method. Moreover, for a quantitative analysis,
two methods, the ARIMA method [8] and the k-means-SVR method [7], are chosen for comparison.

6.1 Experiment on Customized Passenger Transport

The dataset is collected from an online ride-hailing service company in Xiamen, China. We
extracted some of the orders from June to December 2019 (https://pan.hqu.edu.cn/share/f6a8e453
a9e31af1803c6a38d4). In the dataset, there is some basic information, such as passenger numbers,
boarding times, and positions, in each order, as shown in Table 1. To obtain the time series of passenger
flow, the dataset should be preprocessed. The real value ¢, in a time series T = (7,,.. ., ¢,) is a statistic
on the number of passengers on board at different periods. The period is usually half an hour.

Table 1: The data format of online ride-hailing orders

OrderID Boarding time Num  Boarding position Get-off position

XX1089 2019/6/1 6:40 1 (119.7892229, 25.510116) (119.3058661, 26.08521756)
XX7605 2019/6/1 9:27 1 (119.270257, 26.08194055)  (119.8009559, 25.5116319)
XX0693 2019/6/1 6:30 2 (119.800145, 25.510018) (119.3093007, 26.08156558)
XX9713 2019/6/1 20:25 1 (119.3266432, 26.11967494)  (119.8015237, 25.50211781)
XX0123 2019/6/1 18:14 2 (119.806641, 25.49598875)  (119.2573591, 26.03864469)



https://pan.hqu.edu.cn/share/f6a8e453a9e31af1803c6a38d4
https://pan.hqu.edu.cn/share/f6a8e453a9e31af1803c6a38d4
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To make a better experimental comparison, the time series of passenger flow is further divided
into two parts. In this experiment, the data are used as the training set except for the data from the last
5 days (December 27, 2019 to December 31, 2019). The data of the last 5 days are used as the testing
set, which is selected to be compared with the prediction results, as shown in Fig. &.
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Figure 8: The sequence of actual passenger flow

The experiment has three steps: 1) the time series in the last five days are matched with the multi-
granularity events using the LTF strategy; 2) the real-time data and the event instances are aligned
using CRPAA; and 3) the XGBoost model for short-term prediction is constructed, during which the
dimension-aligned event instances are used as the state vectors.

Before the three steps, the multi-granularity events should be resolved using the SSED method,

which was proposed in [0]. In this experiment, the parameters used in SSED are the adjacency
segmentation length m», minimum segmenting granularity », and BIRCH clustering distance threshold
8. Setting the parameters m =2, d =4, r =30 min, and § = 1.3, SSED finds 1339 events in the historical
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dataset. Due to space limitations, only two events solved using the algorithm SSED are shown on the
right of Fig. 9, and their instances are shown on the left of Fig. 9.
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Figure 9: The example of two events

Step 1) The time series in the last five days are matched with the multi-granularity events using
the LTF strategy.

After symbolizing the data of the prediction day, the real-time sequence of 30 min is matched with
the event instances based on the LTF strategy. To better simulate the real situation, the event matching
is restarted every 30 min.

Step 2) The real-time data and the event instances are aligned using CRPAA.

After extracting the event instances with which the real-time sequence is successfully matched,
the CRPAA algorithm is used to align the dimensions of the event instances. As the main parameter
of CRPAA is the compression ratio, Algorithm 3 is used to search for the optimal solution for the
compression ratio.

Step 3) The XGBoost model for short-term prediction is constructed, during which the dimension-
aligned event instances are used as the state vectors.

The event instances processed in step 2 are used as the state vector to construct the short-term
prediction model based on XGBoost. In this paper, the grid search algorithm is used to automatically
optimize the parameters involved in XGBoost [34]. Based on the XGBoost model with optimized
parameters, the difference between the predicted values and the true values of the passenger flow is
shown in Fig. 10.
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Figure 10: The difference between the predicted values and the true values of the passenger flow using
MGE-SP

For quantitative analysis, two methods, the ARIMA method proposed in [§] and the k-means-
SVR method proposed in [7], are chosen for comparison. The experimental data remain the same.
The prediction results of ARIMA and k-means-SVR are shown in Figs. 11 and 12, respectively.

Fig. 10 shows that the trend and volatility of the passenger flow can be effectively fitted by
MGE-SP. In Fig. 11, ARIMA predicts the overall trend of passenger flow to some extent but
cannot effectively fit the fluctuation of passenger flow. This is because the passenger flow is a
complex nonlinear system that is affected by weather, holidays, seasons, and other factors. As a linear
model, ARIMA has difficulty effectively fitting the passenger flow time series with nonlinear and
nonstationary characteristics and cannot accurately track the fluctuation of passenger flow in real
time. In Fig. 12, as a nonlinear prediction model, k-means-SVR has a higher tendency to track the
passenger flow series in peak hours and has a better fitting effect on the fluctuation of the passenger
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flow than ARIMA. However, in terms of overall trends, the fitting effect is weaker than that of ARIMA

and MGE-SP.
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Figure 11: The difference between the predicted values and the true values of the passenger flow by
ARIMA

In this paper, MAE (mean absolute error) and RMSE (root mean square error) are used to evaluate
the prediction effect, as shown in Eqs. (10) and (11).

1 s ~
MAE=—_% |Y,-7¥|

1 s ~
— — o )2
RMSE = \/ -2, (Y= 1)

where Y, represents the actual value at time i, Y. represents the predicted value at time 7, and s is the
maximum step size of the short-time prediction in this iteration.

(10)

(11



670 CMC, 2024, vol.78, no.1

17.5 — True Value 25 — True Value
Predict Value ~— Predict Value
15.0
20
z 12,5 B
100 15
2 H
E 7.5 E 10
5.0
5
25
0.0 = 0
00:00 06:00 12:00 18:00 24:00 00:00 06:00 12:00 18:00 24:00
Time/30Minutes Time/30Minutes
(1) December 27, 2019 (2) December 28, 2019
17.5 I — True Value 17.5 —— True Value
15.0 I ~—— Predict Value —— Predict Value
! 15.0
125
E E 12.5
L =
L 10.0 t 100
& =)
g 78 g 75
£ 50 £ 50
2.5 2.5
0.0 0.0

00:00 06:00 12:00 18:00 24:00 00:00 06:00 12:00 18:00 24:00
Time/30Minutes Time/30Minutes
(3) December 29, 2019 (4) December 30, 2019

— True Value
Predict Value

- = [~
o wn =]

Passenger Flow

w

o

00:00 06:00 12:00 18:00 24:00
Time/30Minutes

(5) December 31, 2019

Figure 12: The difference between the predicted values and the true values of the passenger flow by
k-means-SVR

Fundamentallyy, MAE and RMSE measure the same item: the average distance of the error
between the true value and the predicted value. The lower the MAE and RMSE values are, the better
the model’s prediction. The comparison of the MAE and RMSE of the three methods is shown in
Table 2. ARIMA achieved the highest error values on December 27 and December 30 because ARIMA
is good at fitting stable sequences instead of high variance sequences, such as passenger flow. ARIMA
has difficulty effectively capturing its trend, resulting in a large deviation between the predicted value
and the real value.

K-means-SVR achieved the maximum error on December 28, December 29, and December 31.
K-means-SVR matched the pattern by the sliding window and clustering. However, there were multiple
granularity events in the passenger flow sequence. It is difficult to accurately identify the start time
point and duration of multi-granularity events through a fixed time window, which is used by most
pattern recognition methods. It causes the wrong judgment for patterns and makes the predicted value
deviate too much from the true value.
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MGE-SP has achieved the lowest error in the last five days. Compared with the other two models,
MGE-SP tracks the trend of passenger flow more accurately, fits the true value better, and obtains
the predicted value with the lowest deviation from the true value. MGE-SP matches events through
the state vector represented by the symbol sequence of real-time data. The method breaks through the
limitations of traditional methods that can only match events with fixed lengths.

Table 2: Analysis of the prediction effect on passenger flow between different methods

Groups of RMSE MAE

CXperiments RIMA  k-means-SVR MGE-SP  ARIMA  k-means-SVR MGE-SP
12-272019  3.97453 3.81564 2.59460 3.13030 2.77939 2.01475
12-282019  4.25032 478262 3.25782 3.18051 3.13520 2.35812
12-292019  3.16465 3.59357 3.04600 2.53261 2.67083 2.17636
12-302019 434110 4.16940 3.10798 3.39810 2.99211 2.40497
12-312019  4.55266 5.02953 4.01306 3.26447 3.39269 2.84765
Average 4.05665 427815 3.20389 3.10119 2.99404 2.36037

6.2 Experiment on Stock

The stock dataset is collected from the big data platform, Tushare (https://tushare.pro/). The
closing prices of four stocks, Ping An Bank, Vanke, ZTE, and OCT, on working days are selected
from the platform as the experimental dataset. The time range of the four datasets is from June 04,
2010, to June 17, 2020, for a total of 2,486 days.

The closing prices of the four stocks over the selected time frame are shown in Fig. 13. In this
paper, the period from May 17, 2020, to June 17, 2020, is used as the testing set, and the rest of the
historical data are used as the training set. MAE and RMSE are used to measure the error between
the predicted value and the true value.

The differences between the predicted value and the true value of the stock closing price by MGE-
SP, ARIMA, and k-means-SVR are shown in Figs. 14-16, respectively. It can be seen from Fig. 14 that
MGE-SP makes an effective fit to the trend and amplitude of variation. As a linear model, ARIMA can
fit stable sequences well, such as OCT. However, it is still difficult to fit high-variance sequences that
have obvious fluctuations in the short term, such as ZTE. Similarly, k-means-SVR is more sensitive
to short-term stock fluctuations, while it is not as stable and accurate as ARIMA in tracking trends.

Table 3 shows the MAE and RMSE comparison between the predicted values and the true values
of the three methods. MGE-SP achieves the lowest MAE and RMSE in the testing set of four stocks.
Experimental results show that MGE-SP can more effectively fit stock data and is superior to ARIMA
and k-means-SVR in tracking trend and volatility analysis of the stock data. MGE-SP has good
robustness.


https://tushare.pro/

672

Closing Price Sequence

CMC, 2024, vol.78, no.1

Stecking Closing Price Sequence

24 40
£« 35
o 30

a

£ £
25

£16 £

] &
S &2
12 15
10 10
8 5

Odays 500days 1000day 2000 Odays 1000day 2000
Times/Days Times/Days
(1) Ping An Bank (2) Vanke
Closing Price Sequence Stocking Closing Price
16
50
14
a0

Closing Price

Closing Price
"
]

30 10
2 8
6
10
Odays 500days 1000day 0 = Odays S00days 25004
Times/Days Times/Days
(3)ZTE (4)OCT
Figure 13: The closing price of stocks
25 12
—— True Value —— True Value
24 ~—— Predict Value n —— Predict Value
23 10
iz £
g21 § ?
g O g
20
19 7
18 Ddays Sdays 10days 15days 20days 25days 30days g Odays Sdays 10days 15days 20days 25days  30days
Times/Days Times/Days
(1) Ping An Bank (2) Vanke
52 18
—— True Value —— True Value
50 —— Predict Value 17 —— Predict Value
o %8 16
& &
246 215
E H
S U4
42 13
40 Ddays Sdays 10days 15days 20days 25days 30days 1 Odays Sdays 10days 15days 20days 25days  30days
Times/Days Times/Days
(3) ZTE (4)0CT

Figure 14: The difference between the predicted values and the true values of stocks using MGE-SP



CMC, 2024, vol.78, no.1 673

28 120
—— True Value —— True Value
o —— Predict Value 11.5 —— Predict Value
11.0
E 24 E 10.5
g 210.0
] .
5% g s
9.0
20
85
18 Odays Sdays lodays 15days 20days 25days  30days s Odays Sdays 10days 15days 20days 25days  30days
Times/Days Times/Days
(1) Ping An Bank (2) Vanke
50 18
— True Value —— True Value
—— Predict Value 17 —— Predict Value
48
@ 16
% :
g 215
a4 g
o L=} 14
o 13
40 Odays Sdays 10days 15days 20days 25days 30days 12 Odays Sdays 10days 15days 20days 25days 30days
Times/Days Times/Days
(3) ZTE (4)OCT

Figure 15: The difference between the predicted values and the true values of stocks using ARIMA
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SVR



674 CMC, 2024, vol.78, no.1

Table 3: Analysis of the prediction effect on stocks between different methods

Stock RMSE MAE

ARIMA k-means-SVR MGE-SP ARIMA k-means-SVR MGE-SP
Ping An Bank 0.53580 0.79928 0.51947 0.43003 0.54644 0.42316
Vanke 0.67195 0.68777 0.63873 0.51178 0.51483 0.48108
ZTE 2.70651 3.76730 2.06262 2.32380 3.52561 1.78522
OCT 0.16272 0.14688 0.12298 0.10886 0.10061 0.09651
Average 1.01924 1.35030 0.83595 0.84361 1.17187 0.69649

7 Conclusion

In our research, we have focused on the analysis of multi-granularity event matching and
alignment methods in the computer domain. We have integrated these methods with previously studied
multi-granularity event segmentation techniques to create a comprehensive system named MGE-SP.
This system facilitates the preprocessing of time series data and significantly improves the accuracy of
short-term predictions. Our primary objective is to leverage MGE-SP to enhance the precision of our
forecasting models.

We evaluated the results of MGE-SP with two indicators, RMSE and MAE. Through experi-
mentation, MGE-SP demonstrates efficiency by achieving lower average RMSE and MAE scores,
3.204 and 2.360 for the first experiment and 0.836 and 0.696 for the second experiment, compared
to other methods. This has led to an overall performance boost. The results reveal that the MGE-SP
methodology outperforms traditional methods, supported by the data selected from different domains,
reinforcing the universality of MGE-SP.

Our research contributes novel ideas and approaches to the domain of multi-granularity event
matching and alignment. Specifically, we have developed the LTF strategy and algorithm, which
effectively decreases matching errors arising from equal-length time series patterns. Additionally, we
employ the piecewise aggregate approximation method, which leverages compression ratio to align
the time scales of multi-granularity events. These aligned events can serve as state vectors for machine
learning-based prediction methodologies.

Although MGE-SP can effectively reduce the prediction error of time series, the matching of large-
scale multi-granularity events comes at the cost of sacrificing matching efficiency. Therefore, future
work will focus on enhancing the efficiency of matching multi-granularity events. This may involve
considering events as high-order features or exploring the potential of incorporating both high-order
and low-order features in the matching process.
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