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ABSTRACT

With the growth of the Internet, more and more business is being done online, for example, online offices, online
education and so on. While this makes people’s lives more convenient, it also increases the risk of the network
being attacked by malicious code. Therefore, it is important to identify malicious codes on computer systems
efficiently. However, most of the existing malicious code detection methods have two problems: (1) The ability of
the model to extract features is weak, resulting in poor model performance. (2) The large scale of model data leads
to difficulties deploying on devices with limited resources. Therefore, this paper proposes a lightweight malicious
code identification model Lightweight Malicious Code Classification Method Based on Improved SqueezeNet
(LCMISNet). In this paper, the MFire lightweight feature extraction module is constructed by proposing a feature
slicing module and a multi-size depthwise separable convolution module. The feature slicing module reduces the
number of parameters by grouping features. The multi-size depthwise separable convolution module reduces the
number of parameters and enhances the feature extraction capability by replacing the standard convolution with
depthwise separable convolution with different convolution kernel sizes. In addition, this paper also proposes a
feature splicing module to connect the MFire lightweight feature extraction module based on the feature reuse
and constructs the lightweight model LCMISNet. The malicious code recognition accuracy of LCMISNet on the
BIG 2015 dataset and the Malimg dataset reaches 98.90% and 99.58%, respectively. It proves that LCMISNet has a
powerful malicious code recognition performance. In addition, compared with other network models, LCMISNet
has better performance, and a lower number of parameters and computations.
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1 Introduction

Malicious code is program code that is designed to attack computer systems or networks and
is capable of having a significant impact on computer systems or networks, spreading quickly, and
having a high replication capability [1]. Malicious code is characterized by the fact that it spreads
through various means, has significant destructive potential, is difficult to detect and eliminate, and
has a high degree of obfuscation [2]. With the development of the Internet, online offices are becoming

This work is licensed under a Creative Commons Attribution 4.0 International License,
@ @ which permits unrestricted use, distribution, and reproduction in any medium, provided the
original work is properly cited.


https://www.techscience.com/journal/CMC
https://www.techscience.com/
http://dx.doi.org/10.32604/cmc.2023.045512
https://www.techscience.com/doi/10.32604/cmc.2023.045512
mailto:lli@nefu.edu.cn

552 CMC, 2024, vol.78, no.1

increasingly popular. While this has made people’s lives more convenient, it has also led to an increase
in security attacks on global networks, resulting in an increasing number of data breaches. According
to the China Cybersecurity Report 2022, 73.55 million virus samples with 124 million virus infections
and 45.15 million new Trojan viruses were intercepted in 2022. These included 579,200 ransomware
samples, 2.61 million mining virus samples, and 1,520,500 samples of cell phone viruses. The results of
the Global Cybersecurity Landscape Report 2022 survey revealed that 79% of respondents said they
had experienced a ransomware attack; 35% admitted they had been prevented from accessing their
data and systems by one or more attacks; 51% of respondents reported attacks on business email,
up from 42% the previous year; and 39% of organizations reported internal attacks, up from 27%
the previous year. These two studies show that malware attacks are becoming more common these
days. Attacks with malicious code not only damage an organization’s reputation, but can also lead to
unplanned downtime that costs countless amounts of money.

Therefore, it is necessary to identify potential malicious code in the computer system using
malicious code detection technologies to prevent malicious code attacks. However, malicious code
often uses a variety of obfuscation, encryption and other methods to increase its diversity and
obfuscation, which makes malicious code detection even more difficult. Traditional machine learning-
based malicious code identification techniques cannot fully extract features and have difficulty
identifying malicious codes that are hidden or obfuscated, which can easily lead to missing or false
alarms [3,4]. Reference [5] converted malicious code files into grayscale images, extracts local and
global texture features, and then uses Support Vector Machine (SVM) to classify the malicious code.
However, the classification accuracy based on the BIG 2015 dataset is only 94.50%. Reference [0]
extracted the grayscale covariance matrix (GLCM) and second-order statistical texture as features and
then uses integrated learning to classify them. However, based on the Malimg dataset, the classification
accuracy was only 98.58%. From the above two approaches, it can be seen that although machine
learning techniques can successfully categorize malicious code, the machine learning features cannot
yet fully and accurately describe the malicious code. In addition, the machine learning features usually
have to be extracted manually, which is associated with high costs.

Deep neural networks already have more mature applications in many areas, for example, in
medicine [7], robots [8], games [9], stock prediction [10] and image processing [11,12], etc. Without
human intervention, neural networks can automatically extract features. Neural networks are not only
more cost-effective, but can also extract richer and more systematic features than machine learning.
However, as the depth of the network hierarchy increases, the problems of gradient vanishing and
gradient explosion gradually appear, which makes it difficult to train the network. The skip connection
technique [13] and Batch Normalization [14] alleviate this problem, making deep network models
easier and more stable to learn features. These two techniques are often applied to deep neural network
models. Malicious code detection by neural networks has gradually become the main direction in
malicious code detection [15,10].

Reference [1 7] converted the malicious code into documents. Then the Word to Vector (Word2 Vec)
algorithm is used to obtain the word vectors of the assembler instructions, and then each document
is converted into a matrix, which is normalized and mapped to a grayscale image. Finally, the
classification is performed with Le Net5. Reference [18] used Similarity Hashing (SimHash) to fuse
malicious code opcode sequences with predictive coding from Recurrent Neural Network (RNN)
to generate feature images. Then, a Convolutional Neural Network (CNN) is used to classify the
malicious code images. Reference [ 1 9] visualized the malicious code as RGB images and uses the Visual
Geometry Group Network (VGGNet) network to identify the malicious code. Reference [20] used a
CNN and intelligent algorithms to identify and classify grayscale images converted from executable
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files containing malicious code. Reference [21] converted the malicious code into a grayscale map
and extracts a fingerprint feature image of the malicious code using a modified grayscale covariance
matrix. A CNN model is then used for detection. Reference [22] converted malicious code files into
color images and uses a fine-tuned Convolutional Neural Network (CNN) network Image-based
malware classification using finetuned convolutional neural network architecture (IMCFN) to classify
malicious code images.

The above methods for classifying malicious code suffer from three problems: (1) The methods for
processing the features of malicious code in the preprocessing stage of data are complex and costly. (2)
Insufficient feature extraction makes it challenging to identify obfuscated malicious code and results
in a low accuracy rate. (3) The models used have many parameters and a large amount of data, which
requires a large amount of memory and makes it difficult to deploy the model on devices with limited
resources. Therefore, the primary goals of this research are to simplify the data pre-processing phase,
reduce the number of parameters and the memory footprint of the malicious code identification model,
and improve the malicious code identification capabilities of the model.

The main contributions are listed below:
1. A lightweight malicious code identification model (LCMISNet) is proposed.
2. A simple method for visualizing malicious code is proposed in the preprocessing phase of data.

3. A lightweight MFire module for feature extraction is proposed. The MFire module consists of a
feature slicing module and a multi-size depthwise separable convolution module to reduce the number
of parameters and improve the feature extraction capability.

4. A feature splicing module based on feature reuse is proposed. This module is responsible
for concatenating the lightweight feature extraction module MFire to create the lightweight model
(LCMISNet).

5. Based on two different datasets, comparative experiments are conducted with other malicious
code detection methods and deep neural networks commonly used for image classification. The results
show that the LCMISNet model proposed in this paper has obvious advantages in accuracy and
model size.

Structure of the paper: Scction 2 introduces the current lightweight malicious code detection
methods and the techniques on which the model of this paper is based. Section 3 describes the
LCMISNet model proposed in this study in detail. Section 4 describes each experiment in detail, and
analyzes the results. Section 5 summarizes the content of this paper.

2 Related Work
2.1 Lightweight Methods for Categorizing Malicious Code

With the development of deep learning and visualization techniques, image features of malicious
codes extracted by deep neural networks have gradually become the main method for identifying
malicious codes. It can be seen from the introduction that most current malicious code identification
methods involve complex, multi-parameter network models with high requirements on the operating
environment. Therefore, it is necessary to investigate lightweight approaches for malicious code
classification. This study mainly focuses on malicious code detection using lightweight neural networks
based on image features of malicious code. The relevant studies are listed in Table 1.

Although the above lightweight methods for classifying malicious code reduce the number of
model parameters to a certain extent, there is still much room for improvement. The lightweight model
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reduces the number of parameters at the expense of model accuracy, which requires that the model has
a small number of parameters but still has a strong feature extraction capability. Most of the above
malicious code classification methods still have a large number of parameters and a single range of
extracted features, which makes it difficult to detect obfuscated malicious code effectively.

Table 1: Lightweight methods for categorizing malicious code

Method The lightweight approach

Reference [23] Replacing the standard convolution in Densely Connected Convolutional
Networks with a lightweight Ghost module

Reference [24] Improving the lightweight model MobileNetV2

Reference [25] Concatenating three lightweight neural networks

Reference [26] Creating a depthwise separable convolutional network

Reference [27] Using local response normalization to reduce the complexity of the
AlexNet model

2.2 Technical Support for the Model in This Paper

Lightweight methods have been developed to reduce the number of model parameters. DenseNet
[28] connects each layer of features to all features of the previous layer in the channel dimension
by reusing features. By adding shortcuts, the number of channels is quickly inflated by using a
smaller number of convolution kernels in the latter layer. This allows DenseNet to achieve the same
performance as other deep models, but has fewer parameters. ShuffleNet [29] drastically reduces the
parameters while maintaining accuracy by grouping features and using pointwise group convolution
and channel shuffling operations. MobileNet [30] greatly reduces the number of parameters of
the model by decomposing the standard convolution into depthwise convolution and pointwise
convolution through depthwise separable convolution. Considering that the features extracted by
smaller convolution kernels have a smaller range and are generally localized features, while the
features extracted by larger convolution kernels are generally features with a larger range, Inception
[31] performs convolution by using a variety of convolution kernels with different sizes to extract
information with different resolutions. The results show that using convolution kernels of different
sizes can effectively improve the classification accuracy of the model.

To further reduce the number of parameters of the malicious code identification model and
improve the anti-confusion ability of the model, a lightweight malicious code classification model
(LCMISNet) is proposed by improving SqueezeNet based on the above techniques in this study.
Table 2 shows the specific applications of the above techniques in the model of this paper.

Table 2: Technical support used for LCMISNet

Technology Appliance

Group convolution The feature slicing module

Depthwise separable convolution The multi-size depthwise separable convolution module
Multi-scale feature fusion The multi-size depthwise separable convolution module

Feature reuse The feature splicing module
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3 Methodology
3.1 LCMISNet Architecture

The LCMISNet model extracts features through eight lightweight MFire modules. The MFire
module consists of a feature slicing module (Feature slice) and a multi-size depthwise separable
convolution module (MDSC) for lower parameter count and complex feature extraction. In the MFire
module, the group convolution is first carried out by the feature slicing module to reduce the number
of convolution parameters. Secondly, different scale features are fused by the multi-size depthwise
separable convolution module to improve the feature extraction capability of the model. Finally, the
eight lightweight MFire modules are connected by the feature splicing module (Feature splice) to
create the lightweight model (LCMISNet). In addition, LCMISNet introduces the skip connections in
modules with the same number of input and output channels to enhance feature fusion and introduces
a Batch Normalization (BN) layer after each convolutional layer to make the data distribution equal.
The structure of the LCMISNet model is shown in Fig. 1. Next, we will introduce the feature slicing
module, the multi-size depthwise separable convolution module (MDSC), and the feature splicing
module in detail.
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Figure 1: LCMISNet architecture

3.2 Feature Slicing Module

In this paper, the features are extracted using the feature extraction structure of the Fire module of
the SqueezeNet model. The Fire module, consisting of two sections, Squeeze and Expand, is primarily
responsible for feature extraction. Its structure is shown in Fig. 2, where C represents the feature
concatenation.
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Figure 2: Fire module

As shown in Fig. 2, the number of feature map channels in the Squeeze layer is compressed from
C to S by convolving the feature maps of C input channels with S 1 x 1 convolution kernels. In the
Expand layer, the 1 x 1 convolution kernels and 3 x 3 convolution kernels are then convolved with
the S feature maps from the Squeeze layer. Finally, the feature maps of channels nl and n2 are merged
to obtain the final feature maps.

Based on the realization that the group convolution can reduce the number of parameters,
two feature slicing operations are introduced before the Expand layer, as shown in Fig. 3, where C
represents the feature concatenation.
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Figure 3: Feature slicing module

Feature slice

During the first feature slicing, the entered S feature maps are divided into two groups, each with
the number of S/2 feature maps. One group is sent to the Expand] layer for convolution, and the other
group is divided into four groups by the second feature slicing operation, resulting in four groups
with S/8 feature maps each. Following the second feature slicing operation, the four groups of feature
maps are fed into the Expand?2 layer. Grouping feature maps into N groups, where N is the number
of groups, can reduce the number of parameters for a standard convolution to 1/N. The first feature
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slicing reduces the number of parameters by a factor of one compared to the original Fire module.
The second feature slicing reduces the number of parameters by a factor of eight.

3.3 Multi-Size Depthwise Separable Convolution Module

From the structure diagram of the Fire module in Fig. 2, it can be seen that the Fire module only
has two types of convolution kernels, 1 x 1 and 3 x 3, which leads to a limited range of extracted
features, that are not conducive to training the model. What’s more, the 3 x 3 convolution in the
Expand? layer of the Fire module generates a large number of parameters. MobileNet has shown
that replacing the standard convolution with a depthwise separable convolution effectively reduces
the number of parameters. Inception has shown that the classification performance of the model
can be successfully improved by using convolution kernels of different sizes. Therefore, a multi-size
depthwise separable convolution module is developed, replacing the 3 x 3 convolution of the original
Fire module. Fig. 4 shows the structure of the multi-size depthwise separable convolution, where C
represents the feature concatenation.
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Figure 4: Multi-size depthwise separable convolution module

In the multi-size depthwise separable convolution module, depthwise separable convolution is
applied to the three sets of feature maps using convolution kernels of sizes 3 x 3, 5 x 5, and 7 x
7 to extract feature information at different resolutions. Finally, the fourth set of feature maps is
concatenated with the three sets of feature maps that have undergone multi-size depthwise separable
convolution. One advantage is that the fourth group of feature maps is not convolved, which would
prevent the generation of the parameters. Another advantage is that features from different receptive
fields can be mixed to improve the ability of the model to extract features.

3.4 MFire Module

The lightweight MFire feature extraction module consists of two parts: the feature slicing module
(Feature slice) and the multi-size depthwise separable convolution module (MDSC). Its structure is
shown in Fig. 5. The input feature maps are first convolved by the 1 x 1 convolution, which compresses
the number of channels from C to S. After the first feature slicing, the feature maps with S channels
are divided into two groups. The feature maps of the S/2 channels are entered into the Expandl
layer for the 1 x 1 convolution. The remaining half of the feature maps are divided into four groups
of the same number by the second feature slicing and fed into the Expand2 layer for a multi-size
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depthwise separable convolution. Finally, the output feature maps of the Expand1 and Expand?2 layers
are merged.
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Figure 5: MFire module

3.5 Feature Splicing Module

We developed the feature splicing module (Feature splice) based on the feature reuse technique. It
connects the different MFire modules to form the LCMISNet model. Using the outputs of trained
submodules or layers as inputs to other modules or layers to build more sophisticated network
architectures is called feature reusing. DenseNet has shown that it is possible to reduce the number of
parameters of the model while accelerating its convergence by reusing the previous features. Feature
reuse allows the model to quickly increase the number of feature channels with fewer convolution
kernels. Fig. 6 shows the feature splicing module.
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Figure 6: Feature splicing module

LCMISNet has four feature splicing operations. The first feature splicing operation concatenates
the output feature maps of MFire3 with the input feature maps of the MFire2 module. The second
feature splicing operation merges the output feature map of MFire5 with the input features of MFire4.
The first and second feature splicing both link the output feature maps of an MFire module with the
input feature maps of the previous MFire module. The third feature splicing is to stitch the output
feature maps of MFire7 with the input feature maps of MFire4. The fourth feature splicing is to
stitch the output feature maps of MFire9 with the input feature maps of MFire4. Taking the third
feature splicing as an example: If the output feature maps of MFire7 are directly spliced with the
input feature maps of MFire6, the number of input channels for MFire8 will increase from 384 to 512,
which significantly increases the number of parameters for MFire8. Splicing the output feature maps
of MFire7 with the feature maps that have fewer channels can reduce the number of input channels and
parameters of the deep MFire module. The principles of the fourth and third feature splicing processes
are identical.

4 Experiment
4.1 Experimental Environment

The network models in this study were all created using the Tensorflow 2.3 framework in the
Python 3.7 environment and trained on the NVIDIA GeForce RTX 2080 Ti for 35 epochs. The batch
size is set to 16 based on GPU memory and the size of the dataset. Adamax is used to optimize the
model parameters and a callback function adjusts the model’s learning rate adaptively. The learning
rate is initially set to 0.01. If the loss value of the validation set does not decrease after two consecutive
epochs, it is reduced by a factor of 10 until it reaches the lowest value of 0.000001.

4.2 Datasets

In this paper, experiments are conducted with two datasets: the BIG 2015 dataset and the Malimg
dataset.

(1) BIG 2015 dataset. The dataset provided by the Microsoft Malware Classification Challenge
is referred to as BIG 2015. BIG 2015 comprises a total of 10,868 samples, which are hexadecimal
Portable Executable files labeled with the suffix .byte. These samples come from 9 families of malware,
including Gatak, Simda, Vundo, etc.

(2) Malimg dataset. This malicious code dataset is often used in malicious code detection work.
In this study, the Malimg grayscale image dataset is downloaded from Kaggle, which contains 9,339
instances of malicious code from 25 different families.
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We present a simple malicious code visualization method that converts malicious code files from
the BIG 2015 dataset into grayscale images. First, the malicious code executable file is processed by
converting every two hexadecimal digits to a decimal digit (in the range of [0-255]) to obtain a one-
dimensional integer vector where each decimal digit represents a pixel dot, where 0 represents black
and 255 represents white. Second, determine the width and height of the image based on the size of
the byte file of the malicious code. Next, fill the one-dimensional numeric vector with 0 and convert it
to a two-dimensional array corresponding to the width and height. Finally, the two-dimensional array
matrix is converted into a grayscale image of the malicious code.

The grayscale images in Fig. 7 are two different malicious code families from the BIG 2015 dataset.
Asshown in Fig. 7, the grayscale images of different malware families have different texture structures,
while the images visualized by the same malware family are visually similar. The grayscale images of
the BIG 2015 dataset were all resized to 320 x 320. All grayscale maps of the Malimg dataset were
resized to 256 x 256.

Ramnit family Kelihos_ver3 family

Figure 7: Grayscale images of the BIG 2015 dataset

4.3 Evaluation Indicators
In this paper, four metrics are used to evaluate the classification effect of the models: accuracy
(Acc), precision (Pre), recall (Recall), and F1 score (F1 — score).
Accuracy is the ratio between the number of correctly classified samples and the total number of
samples and is calculated as follows:
TP+ TN

Acc =
TP+ TN + FP+ FN

Precision is the proportion of data correctly predicted as positive in relation to the data predicted
to be positive and is calculated as follows:

TP

Pre=———
TP+ FP

Recall is the proportion of correctly predicted positive data relative to the actual positive data and
the formula is:

TP

Recall = ——
TP+ FN

The F1 score is the harmonic mean of precision and recall and its formula is:

Pre x Recall

Fl— =2X ————
seore x Pre + Recall
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where True Negative represents the number of negative class samples predicted to be negative,
True Positive represents the number of positive class samples predicted as positive class, False Positive
represents the number of negative class samples predicted to be positive, and False Negative represents
the number of positive class samples predicted as negative class.

In addition to the four commonly used neural network evaluation metrics listed above, two new
evaluation metrics, Parameter and FLOPs, are introduced in this study.

The Parameter measures the size of the model’s parameter count. A smaller Parameter means that
the model requires less memory. Its formula is:

Parameter = (C,, x (K x K) +1) x C,,

FLOPs measures the size of the total calculations of the model. The fewer FLOPs, the lower the
computational complexity of the model. Its formula is:

FLOPs =2x Hx W x (C,, x (KxK)+1) x C,,

where C,, represents the number of input channels, K represents the size of the convolution kernel,
C,.. represents the number of output channels, H represents the height of the feature map, and W
represents the width of the feature map.

4.4 Experimental Results

In this section, we evaluate the LCMISNet model. The experiment consists of three parts: (1)
Comparison experiments between LCMISNet and the original model. (2) Comparison experiments
with other network models commonly used in image detection. (3) Comparison with existing malicious
code classification methods.

4.4.1 Comparison Experiments between LCMISNet and the Original Model

To verify the effectiveness of the modules proposed in this paper in improving model performance
and reducing the number of model parameters, we conducted experiments comparing the model of
this paper with the original SqueezeNet model without improvements based on the Malimg dataset
and the BIG 2015 dataset. Table 3 shows the comparison of accuracy (Acc), precision (Pre), recall
(Rec), F1 score (F1), number of parameters (Parameter), and FLOPs of LCMISNet with the original
SqueezeNet model based on the two datasets. Fig. & shows the variation curve of the accuracy of
LCMISNet compared to the original model based on the BIG 2015 dataset. Fig. 9 shows the variation
curve of the accuracy of LCMISNet compared to the original model based on the Malimg dataset.

First, as shown in Table 3, the FLOPs and Parameter of the LCMISNet model based on the BIG
2015 dataset are reduced by 33.99 billion and 594060, respectively, compared to the original model
without lightweight improvement. Based on the Malimg dataset, the FLOPs and Parameter of the
LCMISNet model are reduced by 21.47 billion and 593996, respectively, compared to the original
model without lightweight improvement. Since the group convolution and depthwise separable
convolution are used in the lightweight feature extraction module MFire, compared to the standard
convolution of the original model, the parameters and computational cost of the model can be
effectively reduced. In addition, compared to the simple sequential connection of the original model,
LCMISNet also uses a feature splicing module to connect MFire, which makes LCMISNet much
lighter.
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Table 3: Comparison of LCMISNet and the original model based on different datasets

Dataset Method Acc (%) Pre (%) Rec(%) FI1 (%) Parameter FLOPs (billion)

BIG 2015 Original model 94.78 89.43 92.11 90.48 730633 42.32
LCMISNet 98.90 98.18 98.83 98.45 136573 8.33

Malimg  Original model 90.80 64.46 72.29 67.44 738841 26.87
LCMISNet 99.58 98.92 98.86 98.85 144845 5.40
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Figure 8: Accuracy curves on the BIG 2015 training set (left) and the BIG 2015 validation set (right)
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Figure 9: Accuracy curves on the Malimg training set (left) and the Malimg validation set (right)

Second, as shown in Table 3, the LCMISNet model has a significant improvement in accuracy,
precision, recall, and F1 score on two different datasets compared to the original model. LCMISNet
introduces the skip connection, and thus strengthens the feature fusion for different feature extraction
modules. In addition, LCMISNet uses multiple convolution kernels of different sizes to extract
different ranges of features. Compared to the original model with a single convolution kernel size,
LCMISNet can extract more complex features.
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Finally, Figs. 8§ and 9 show that LCMISNet has improved the accuracy and convergence speed on
two different datasets compared to the original model. This proves that LCMISNet is easier to train
and has better recognition results. We use Batch Normalization layers in LCMISNet, which makes
the model more stable. Moreover, the skip connection and feature splicing module have a shortcut
structure, enabling the model to converge quickly.

To summarize, the LCMISNet model has better recognition, faster convergence, and a smaller
number of parameters and computations than the original model, which proves the effectiveness of
the module proposed in this paper.

4.4.2 Comparative Experiments with Other Network Models Commonly Used in Image Recognition

We compare LCMISNet with other lightweight and non-lightweight neural network models
commonly used in image recognition. Table 4 shows the experimental results of accuracy (Acc),
precision (Pre), recall (Rec), F1 score (F1), parameters (Parameter), and FLOPs on the BIG 2015
test set and the Malimg test set. Fig. 10 shows the Parameter and FLOPs for each model based on two
different datasets.

Table 4: Comparison of different network models on two datasets

Dataset Model Acc (%) Pre(%) Rec(%) F1 (%) Parameter (M) FLOPs
(billion)

ResNet50 97.35 96.59 97.36 96.94 24.114569 253.11
Xception 94.24 89.18 92.21 90.16 21.388337 299.09

BIG 2015 DenseNetl121  98.26 96.27 98.16 97.09 7.302217 186.14
MobileNet 97.99 97.35 97.59 97.46 3.493577 37.41
MobileNetV2  98.17 97.84 98.32 98.05 2.588233 20.01
LCMISNet 98.90 98.18 98.83 98.45 0.136573 8.33
ResNet50 97.38 91.94 92.36 92.11 24.118681 162.00
Xception 96.24 89.26 89.97 89.51 21.392449 191.12

Malimg  DenseNet12l  99.05 97.64 97.43 97.34 7.306329 119.13
MobileNet 99.16 97.86 97.76 97.78 3.497689 23.95
MobileNetV2 98.74 97.03 96.84 96.81 2.592345 12.81
LCMISNet 99.58 98.92 98.86 98.85 0.144845 5.40

As shown in Fig. 10, LCMISNet has a smaller number of parameters and FLOPs compared
to the other models. In addition, as shown in Table 4, LCMISNet is better at detecting malicious
code compared to other models. LCMISNet introduces a feature slicing module and a multi-size
depthwise separable convolution module in the MFire feature extraction module, which makes the
feature extraction structure of the model lighter and extracts more complex features. In addition,
LCMISNet introduces a feature splicing module when connecting the lightweight MFire feature
extraction modules, which makes LCMISNet lighter compared to other model structures. In ResNet,
the skip connection technique is used, and in Xception, convolution kernels of different sizes are used,
which enhances feature fusion. However, both models have a large number of parameters and FLOPs.
DenseNetl121, MobileNet and MobileNetV2 reduce the number of parameters to a certain extent, but
still need to improve feature extraction.



564 CMC, 2024, vol.78, no.1

25 Parameter(M) for each model on BIG 2015 and Malimg FLOPs(billion) for each model on BIG 2015 and Malimg
ResNet50 300 ResNet50
Xception Xception
201 DenseNet121 20 DenseNet121
MobileMet MabileMet
15- s MobileNetv2 20 === MobileNetv2
2 mE LCMISNet 5 m LCMISNet
o @ 150
= -2
10
100
5 50
0 ! 0 — | . —
BIG 2015 Malimg BIG 2015 ) Malimg
Parameter(M) FLOPs(billion)

Figure 10: Parameter (left) and FLOPs (right) for each model based on two different datasets

4.4.3 Comparison with Existing Methods for Classifying Malicious Code

In this study, the LCMISNet model is compared with existing malicious code classification
methods using two malicious code datasets. Table 5 shows the comparison results based on the Malimg
and BIG 2015 datasets.

Table 5: Comparison with other methods on two datasets

Dataset Methods Feature Acc (%) Parameter (M)
CNN [20] Grayscale image 97.60 -
AlexNet [27] RGB image 97.80 -

Malimg Ensemble learning [0] via first and second-order ~ 98.58 -

texture features

IMCEFN [22] RGB image 98.82 134.36
MobileNet ShuffleNet  Grayscale image 99.31 17.04
Xception [25]
LCMISNet Grayscale image 99.58 0.14
SVM [5] HOG + Dense SIFT 94.50 -

BIG 2015 CNN [2]] Grayscale image 96.20 -
RNN + CNN [1§] Grayscale image 98.80 -
LCMISNet Grayscale image 98.90 0.14

It can be seen from Table 5 that LCMISNet shows good classification performance on both
the Malimg dataset and the BIG 2015 dataset, outperforming existing malicious code classification
methods in terms of classification accuracy and number of parameters. References [5,6] used machine
learning techniques to detect malicious code, resulting in higher feature extraction costs. References
[20,27,21] used neural networks to extract malicious code features automatically, but all have low
detection accuracy and use models that are not lightweight. Reference [22] has improved the accuracy
of malicious code detection to a certain extent, but the model needs to be lighter. References [25,18]
further improved the accuracy of the model, while both methods require training multiple neural
network models, which makes model training more complex.
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The LCMISNet malicious code detection model proposed in this paper solves all of the above
problems: (1) LCMISNet can automatically extract malicious code features, which reduces the cost of
feature extraction. (2) LCMISNet has a smaller number of parameters and calculations, which makes
deployment easier and reduces memory resource consumption. (3) LCMISNet has a stronger feature
extraction function, which is more conducive to identifying malicious code. (4) LCMISNet model
training is simpler and more practical for daily use.

5 Conclusion

This paper introduced LCMISNet, a lightweight method for classifying malicious code based on
the improvement of SqueezeNet. In this paper, a feature slicing module and a multi-size depthwise
separable convolution module are proposed to improve the Fire module at a lightweight level, and a
lightweight feature extraction module, MFire, is created. In addition, a feature splicing module based
on feature reuse is proposed in this paper to connect the lightweight MFire module. After experi-
menting with two different malicious code datasets, it has been shown that LCMISNet has a smaller
number of parameters and computations, better detection of malicious code, faster convergence, and
easier training.

In the following work: (1) There is an imbalance in the number of samples of different classes
of malicious code, such as the BIG 2015 dataset and the Malimg dataset, which causes the model to
focus on learning the features of the classes of malicious code with a higher number of samples while
ignoring the classes with fewer samples. Therefore, the next step is to enlarge the dataset, oversample
the categories with smaller sample sizes, and equalize the dataset to solve the class imbalance problem
and reduce the impact of the class imbalance problem on the performance of the model. (2) The
variants of the same malicious code family have similar characteristics, so it is difficult for the model
to distinguish between the malicious code variants of the same family. Next, we consider introducing
an attention mechanism into the model to make the model focus more on the features with better
learning effects and further improve the performance of the model to increase the ability to recognize
similar malicious code classes.
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