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ABSTRACT

To address the issue of imbalanced detection performance and detection speed in current mainstream object
detection algorithms for optical remote sensing images, this paper proposes a multi-scale object detection model
for remote sensing images on complex backgrounds, called DI-YOLO, based on You Only Look Once v7-tiny
(YOLOv7-tiny). Firstly, to enhance the model’s ability to capture irregular-shaped objects and deformation features,
as well as to extract high-level semantic information, deformable convolutions are used to replace standard
convolutions in the original model. Secondly, a Content Coordination Attention Feature Pyramid Network (CCA-
FPN) structure is designed to replace the Neck part of the original model, which can further perceive relationships
between different pixels, reduce feature loss in remote sensing images, and improve the overall model’s ability
to detect multi-scale objects. Thirdly, an Implicitly Efficient Decoupled Head (IEDH) is proposed to increase
the model’s flexibility, making it more adaptable to complex detection tasks in various scenarios. Finally, the
Smoothed Intersection over Union (SIoU) loss function replaces the Complete Intersection over Union (CIoU)
loss function in the original model, resulting in more accurate prediction of bounding boxes and continuous
model optimization. Experimental results on the High-Resolution Remote Sensing Detection (HRRSD) dataset
demonstrate that the proposed DI-YOLO model outperforms mainstream target detection algorithms in terms of
mean Average Precision (mAP) for optical remote sensing image detection. Furthermore, it achieves Frames Per
Second (FPS) of 138.9, meeting fast and accurate detection requirements.
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1 Introduction

The detection of objects in optical remote sensing images has become a hot research topic in the
field of remote sensing, which is widely used in agriculture, the ocean, the military, and other fields
[1–3]. However, optical remote sensing images are characterized by a wide image field, large differences
in the scales of objects in the image, and intricate backgrounds [4], which leads to a serious impact on
detection performance. As artificial intelligence technology continues to develop, it is necessary to
design an accurate and fast method to meet actual detection needs.
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Traditional image processing algorithms such as Haar-like Feature Classifier (Haar-like) [5],
Histogram of Oriented Gradients (HOG) [6], and Deformable Part-based Model (DPM) [7] are used
in the field of object detection. Yao et al. [8] proposed to first use the AdaBoost classifier trained on
Haar-like features for coarse detection of ships, and then Line Segment Detector (LSD) to achieve
fine detection, which achieves a low false detection rate. Yu et al. [9] proposed a method for vehicle
detection. Firstly, the optical remote sensing image is converted into hyperspectral form by using
the image conversion technique, and then the AdaBoost algorithm and Haar-like verify whether the
candidate vehicle is true or not, to accomplish the detection task. Qi et al. [10] proposed the S-HOG
method based on HOG, which solves the problem of HOG being sensitive to direction and unable
to detect low-resolution small objects, and the proposed S-HOG method has strong robustness in
complex scenes and scenes with large ship transformations. Luo et al. [11] proposed a method based on
the object proposal technique using HOG-SVM (Support Vector Machine) classifiers to detect, which
has good detection performance while reducing the amount of computation. Qiu et al. [12] proposed an
improved model Partial Configuration Model (PCM), which solves the problem of DPM in detecting
occluded objects. The problem of performance degradation in detecting remote sensing images with
occlusions. Although traditional object detection methods have achieved some success in the field
of computer vision, traditional object detection algorithms suffer from the problems of difficulty in
extracting image features in complex scenes, high model complexity, and limited generalization ability.

Convolutional Neural Networks (CNN) have introduced a series of object detection methods
that have achieved significant detection performance. Arikumar et al. [13] used a convolutional
neural network to further process the point cloud data from 3D LiDAR sensors and camera sensors
to improve the accuracy of the model in recognizing objects, which significantly improves the
environment-sensing ability of self-driving vehicles. With convolutional neural networks, features of
an image are automatically extracted using convolutional kernels, in contrast to traditional image
processing algorithms. There are two main types of object detection methods currently available:
region extraction-based (two-stage) and regression-based (single-stage). It is common for most of
these two-stage object detection algorithms to make use of the Region-CNN (R-CNN) [14–16] family,
and the single-stage object detection algorithms include the You Only Look Once (YOLO) family of
algorithms [17–24] and the Single Shot MultiBox Detector (SSD) family of algorithms [25,26].

Based on YOLOv7-tiny, this paper designs a detection model that can effectively identify remote
sensing images under complex backgrounds. Specifically, to effectively capture the feature information
of multi-scale objects, this paper reconstructs the backbone network to improve the perception ability
of objects of different sizes. To enable the network to learn the different information between different
features, this paper designs the Content Coordination Attention Feature Pyramid Network (CCA-
FPN) structure to improve the feature representation ability. To provide more accurate prediction
information, an Implicit Efficient decoupling head (IEDH) is designed to provide more detailed
texture content and edge information for classification tasks and regression tasks. Finally, the
Smoothed Intersection over Union (SIoU) loss function is used to accelerate the convergence speed of
the network.

The contributions of this paper are summarized as follows:

(1) To enhance the learning ability of the model for multi-scale objects, the backbone network
structure is improved.

(2) To obtain rich channel and spatial information, the CCA-FPN structure is proposed to
improve the ability to capture global information.
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(3) To improve the overall recognition accuracy of the model, this paper proposes an IEDH
structure to provide the required feature information for regression tasks and classification tasks,
respectively.

(4) The use of the SIoU loss function aims to alleviate the discrepancy between the predicted
bounding box and the ground truth, thereby enhancing the detection performance of the model.

2 Related Works

Recent years have seen the application of deep learning to optical remote sensing images and
remarkable results. Detecting multiple objects accurately in optical remote sensing images, for instance,
is crucial in practical applications. For the purpose of resolving this issue, Zhang et al. [27] proposed
a novel context-aware detection network (CAD-Net) based on Faster Region-based CNN (Faster R-
CNN), which utilizes an attention mechanism to regulate the feature map while combining the feature
maps. Based on Mask R-CNN, Fu et al. [28] developed an enhanced algorithm that enables rapid
assessment of the range and scale of post-earthquake landslides, contributing to post-earthquake
rescue and disaster assessment efforts. Zhang et al. [29] presented an enhanced algorithm based on
R-CNN, reducing false detection rates and improving overall detection results for ship detection,
enabling more accurate detection of vessels in coastal and inland rivers. The research presented by
Zhang et al. [30] addressed the challenges involved in extracting diverse and complex buildings from
optical remote sensing images. These challenges included an insufficient ability to detect edges and
partial feature extraction. Using the Mask R-CNN framework, the authors presented a method for
combining edge features to enhance building identification efficiency.

Despite the advantages of two-stage object detection algorithms with respect to accuracy and per-
formance, these algorithms require complex model structures and extensive parameter computations,
which make it difficult to maintain a balance between detection speed and accuracy. Furthermore,
two-stage algorithms may lose spatial information about local objects within the entire image. As a
result, researchers have started researching single-stage algorithms that balance speed and accuracy.
According to Lu et al. [31], attention mechanisms and multiscale feature fusion modules based on SSD
were introduced to address the challenges posed by small objects, complex backgrounds, and scale
variations. The images can be successfully detected using this method for small objects, but the overall
detection performance is inadequate. A YOLOrs network model [32] was proposed based on ResNet
[33] and YOLOv3. As a solution, YOLOrs has been designed for real-time object detection, and it is
capable of detecting objects at multiple scales. Although this model can meet real-time requirements,
it has certain limitations in detection performance.

In conclusion, applying deep learning methods to the field of optical remote sensing image
detection is feasible, but there are still some challenges that need to be addressed. For example,
remote sensing image datasets contain targets of various sizes and scales, which poses a challenge
for models to adapt to these variations in target sizes. Additionally, some targets in the dataset may
have indistinct features in the images, making it difficult for traditional feature extraction methods
to accurately detect and identify them. This underscores the need for models with enhanced feature
learning and representation capabilities. Furthermore, these datasets may include densely distributed
targets, resulting in multiple targets overlapping each other, making their separation a challenging task.
This situation increases the complexity of object detection, as models must be capable of distinguishing
and precisely locating overlapping targets. Consequently, these challenges present difficulties for
most object detection algorithms in achieving a balance between detection speed and performance.
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Therefore, there is a pressing need to develop more efficient and accurate object detection algorithms
to overcome these obstacles, ultimately leading to improved results in practical applications.

The current YOLO family of algorithms includes YOLOv3-tiny, YOLOv4-tiny, and YOLOv7-
tiny. These “Tiny” versions are lightweight versions of the original YOLO models designed to reduce
the number of parameters and the computational complexity of the models while maintaining high
detection performance for embedded devices and resource-limited environments, where YOLOv7-tiny
can achieve faster detection speeds with the same YOLOv7-tiny can achieve faster detection speeds
with the same computational resources. To solve the problem of mismatch between detection speed and
detection performance, this paper proposes a DI-YOLO object detection model based on YOLOv7-
tiny, which realizes fast and accurate detection of optical remote sensing images. In this paper, the
effectiveness of this network model is verified on the HRRSD-Dataset: High-Resolution Remote
Sensing Detection (HRRSD) [34] dataset and NWPU VHR-10 [35] dataset.

3 Method
3.1 Overall Structure of DI-YOLO

In order to ensure that the model has a high detection accuracy while guaranteeing that the
model has a fast detection speed, this paper proposes an improved model DI-YOLO based on
YOLOv7-tiny, whose overall structure is shown in Fig. 1. First, to better deal with the presence of
irregular shapes and deformed features in the image, this paper replaces the standard convolution
in the backbone network with deformable convolution [36], which enhances the extraction ability of
the backbone network for multi-scale target features. Secondly, to obtain detailed information in the
high-resolution feature map, this paper designs the Content Coordination Attention Feature Pyramid
Network (CCA-FPN) structure for feature fusion to enhance the neck network’s ability to perceive
spatial relationships. Then, focusing on the texture content and edge information of the target to
improve model performance, this paper designs an Implicit Efficient Decoupling Head (IEDH) as the
final network output. Finally, to improve the quality of bounding box matching by considering the
degree of overlap between the target shape and the bounding box, this paper optimizes the prediction
results using the Smoothed Intersection over Union (SIoU) loss function.

3.2 Deformable Convolutional

With deformable convolution, the sampling position of the convolution kernel can be adjusted
as opposed to standard convolution. The comparison of deformable convolution with standard
convolution is shown in Fig. 2.

Deformable convolution and pooling operations are both two-dimensional operations performed
within the same channel. The difference between deformable convolution and standard convolution
lies in deformable convolution’s ability to dynamically adjust the sampling positions of the convolution
kernels using learned offsets. This allows it to adapt to object shape variations. This capability enables
deformable convolution to sample input features at more precise locations.

The operation of standard convolution is mainly divided into sampling and weighting operations
on the input feature map through a regular grid R, where R defines the perceptual field and dilation.
As shown in Eq. (1).

R = {(−1, −1), (−1, 0), . . . , (0, 1), (1, 1)} , (1)
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Figure 1: DI-YOLO overall structure diagram

Figure 2: Comparison of deformable convolution and traditional standard convolution. (a) shows a
regular sampling grid (green dots); (b) shows demonstrates the sampled positions (deep blue dots) of
deformable convolution with increased offsets (light blue arrows); (c) and (d) show depict special cases
of (b), including scaling, aspect ratios (anisotropy), and rotation of the image

For each position P0 on the output feature map, computed using Eq. (2), where Pn enumerates
the positions listed in R, w represents the weights of the convolutional kernel, and x denotes the input
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feature map.

y (P0) =
∑
Pn∈R

w (Pn) · x (P0 + Pn) , (2)

However, the operation of deformable convolution is different as it incorporates an offset �Pn on
top of the regular sampling positions. The offset �Pn is generated by a deformable offset generation
module, which learns to extract information from the input feature map that is relevant to variations
in the object shape. This process is described by the Eq. (3).

y (P0) =
∑
Pn∈R

w (Pn) · x (P0 + Pn + �Pn) , (3)

Now, the sampling positions have become irregular due to the introduction of the offset �Pn.
Since the offset �Pn is typically a decimal value that does not correspond directly to actual points in
the feature map, it requires implementation using bilinear interpolation. The transformation formula
for this process is represented as Eq. (4).

x (p) =
∑

P

G (q, p) · x (q) =
∑

P

g (qx, px) · g
(
qy, py

) · x (q) , (4)

where x (q) represents the value at the integer positions of the feature map, and x (p) = x(P0 + Pn

+ �Pn) represents the value at all decimal positions after adding the offset. The function g(a, b) is
defined as g (a, b) = max(0, 1 − |a − b|).

In summary compared to standard convolution deformable convolution can improve the network
model’s ability to model multi-scale object deformation in optical remote sensing images, enabling
models to adapt more effectively to objects of different sizes and shapes.

3.3 CCA-FPN Structure

This paper presents a feature fusion network CCA-FPN structure as a means of improving the
model’s ability to represent image features. Among them, Content-Aware ReAssembly of Features
(CARAFE) [37] has a larger sensory field, which can utilize the feature information more efficiently
despite the introduction of a small number of parameters and computation. Coordinate Attention
(CA) [38] module, which further improves the model’s ability to acquire desired object features in
complex environments. Fig. 3 shows its structure.

3.3.1 Content-Aware ReAssembly of Features Lightweight Upsampling Operator Module

The up-sampling operation in YOLOv7-tiny uses the nearest neighbor interpolation method.
Although the method is fast in computation, has a small number of parameters, and is simple to
implement, the method only considers the pixel value closest to the object pixel without considering
the relationship between the neighboring pixel values, which image may lose some of its features due to
this process. Therefore, this paper proposes to replace the original up-sampling module of YOLOv7-
tiny with a lightweight up-sampling operator CARAFE, which views the feature up-sampling process
as a process of feature reorganization.

Fig. 4 illustrates that CARAFE consists of two main modules: the upsampling kernel prediction
module ψ and the content-aware reassembly module φ.
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Figure 3: CCA-FPN structure

Figure 4: Content-Aware ReAssembly of Features Module structure diagram

Upsampling kernel prediction module ψ predicts an internal kernel Wl′ for each position l′ based
on the neighboring positions of Xl, as shown in Eq. (5).

Wl′ = ψ (N (Xl, kencoder)) , (5)
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Content-aware reassembly module φ recombines the neighboring positions of Xl with the pre-
dicted internal kernel Wl′ , as shown in Eq. (6).

X′
l′ = φ

(
N

(
Xl, kup

)
, Wl′

)
, (6)

The CARAFE algorithm employs the feature recombination module to perform upsampling on
a feature input map that has a shape of C ×H ×W , assuming an upsampling factor of α. Based on the
prediction of upsampling kernels, CARAFE then performs the upsampling by utilizing upsampling
kernel prediction module. As a result, C × αH × αW is the shape of the output feature map.

In summary, the CARAFE module possesses a substantial receptive field and accomplishes
lightweight operations through the integration of upsampling kernels that exploit the semantic
information within the feature map.

3.3.2 Coordinate Attention Module

Hybrid attention mechanisms, which consider multiple types of information simultaneously,
enable more comprehensive feature extraction and improve model performance. Fig. 5 illustrates the
basic structure of the CA model. The CA model incorporates not only channel information but also
position information related to directions. Due to its lightweight and flexible design, CA can be easily
integrated into various deep learning models without introducing excessive computational burden,
thereby enhancing model efficiency and speed while maintaining performance.

Figure 5: Coordinate attention module structural diagram

The combination of information embedding and attention generation makes this attention
mechanism capable of encoding long-term dependencies and channel relationships. The following
describes these two steps.

First is the coordinate information embedding. Given an input feature map F ∈ RC∗H∗W ,
traditional global average pooling is divided into two steps as shown in Eq. (7). It involves two one-
dimensional average pooling operations using pooling kernels (H, 1) and (1, W) in different directions
of the feature map. This results in two embedded feature maps. A detailed description is provided
below:

Zc = 1
H × W

H∑
i=1

W∑
j=1

xc (i, j) , (7)
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Along the horizontal direction, specifically for the output at height h in channel c, we obtain a
feature vector, which can be represented by Eq. (8).

Zh
c (h) = 1

W

∑
0≤i≤w

xc (h, i) , Zh
c ∈ RC*H*1, (8)

Along the vertical direction, specifically for the output at width w in channel c, we obtain a feature
vector, which can be represented by Eq. (9).

Zw
c (w) = 1

W

∑
0≤i≤w

xc (j, w) , Zw
c ∈ RC∗1∗W, (9)

A pair of direction-aware feature maps is derived by aggregating the two transformations
mentioned above along the two spatial directions, Zh

c(h) and Zw
c (w), as shown in Fig. 6. It is possible to

effectively capture spatial dependencies and maintain spatial sensitivity by aggregating transformed
feature maps both horizontally and vertically. This helps the network focus on relevant regions and
enhances its ability to localize objects accurately.

Figure 6: Direction-aware feature map

Next is the process of attention generation, known as coordinate attention generation. According
to the two feature maps obtained, Zh

c(h) and Zw
c (w), they are concatenated along the spatial dimension.

In the next step, they are subjected to a 1 × 1 convolutional transformation followed by an activation
function, resulting in f ∈ RC/r×(H+W), as shown in Eq. (10).

f = δ
(
F1

([
zh, zw

]))
, (10)

Subsequently, a split operation is performed along the spatial dimension, yielding two separate
feature maps, f h ∈ Rc/r∗H∗1 and f w ∈ Rc/r∗1∗w. Here, r is a reduction factor similar to the one used in
Squeeze-and-Excitation networks (SENet) [39], which aims to reduce the model’s parameter count.
Finally, the transform and sigmoid (σ ) operations, as shown in Eqs. (11) and (12), are applied to these
two feature maps, resulting in the attention vectors gh and gw.

gh = σ
(
Fh

(
fh

))
, (11)

gw = σ (Fw (fw)) , (12)
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Finally, the attention vectors gh and gw are expanded through row-wise and column-wise broad-
casting operations, as illustrated in Fig. 7. They are transformed to have the same dimensions as the
input image and then undergo element-wise multiplication at corresponding positions. Eq. (13) shows
the output of the Coordinate Attention block y.

yc (i, j) = xc (i, j) × gh
c (i) × gw

c (i) , (13)

Figure 7: Feature expansion diagram

Unlike other attention mechanisms such as SENet that focus solely on constructing interdepen-
dencies among channels while neglecting spatial information, thereby exhibiting certain limitations
[40], in CA attention mechanisms, both channel information and spatial information are considered.
The module generates two attention maps by attending to the input tensor in both horizontal and
vertical directions. According to attention maps, each element reflects whether the object of interest
appears in the corresponding row and column. Through the encoding process, attention is more
effectively coordinated to locate objects of interest, improving recognition performance.

3.4 Implicitly Efficient Decoupled Head

By combining the decoupled operations from YOLOX, YOLOv6, and the implicit knowledge
learning operation introduced in YOLOR, this paper proposes a method with an IEDH. As shown in
Fig. 8, this decoupled head exhibits improved detection performance and faster speed.

The construction process of the implicit efficient decoupling head is as follows: first, the input
feature layer is feature-integrated by 1 × 1 convolution, and then the whole prediction process is divided
into a classification part and a regression part. The classification part uses 3 × 3 convolution for
feature extraction, and then the classification task is performed by 1 × 1 convolution to determine
which category it belongs to. The regression part uses the same operation as the classification part,
but after feature extraction, the regression part employs two 1 × 1 convolutions to obtain regression
prediction results to determine whether the feature has a corresponding object. Finally, these three
predictions are superimposed and integrated.
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Figure 8: Implicit efficient decoupled head structure

3.5 Smoothed Intersection over Union Loss Function

Complete Intersection over Union (CIoU) loss function does not incorporate the direction
information contained in the ground truth, which may affect the training speed of network models and
inference accuracy. Given the diverse range of sizes and shapes exhibited by objects, we propose the
SIoU [41] loss function as a viable alternative to the CIoU loss function. There are four cost functions
in the SIoU loss function.

According to Eq. (14), angular loss cost is defined as follows:

� = 1 − 2 ∗ sin2

(
arcsin

(
Ch

σ

)
− π

4

)
= cos

(
2 ∗

(
arcsin

(
Ch

σ

)
− π

4

))
, (14)

where Ch is the difference in height between a real frame center point and the predicted frame’s center
point as shown in Eq. (15):

Ch = max
(

bgt
cy

, bcy

)
− min

(
bgt

cy
, bcy

)
, (15)

σ distance between the center points of the predicted and ground truth boxes as shown in Eq. (16):

σ =
√(

bgt
cx

− bcx

)2 +
(

bgt
cy

− bcy

)2

, (16)

In Eqs. (15) and (16), bgt
cx

, bgt
cy

are the real frame center coordinates, bcx , bcy are the prediction frame’s
center coordinates.

arcsin
(

Ch

σ

)
corresponds to the angle α as shown in Eq. (17):

Ch

σ
= sin (α) , (17)
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The angle loss is zero when α is
π

2
or 0, and if α ≤ π

4
, α is minimized; otherwise, β is minimized.

The computational graph is illustrated in Fig. 9.

Figure 9: Angular loss value

The distance loss cost function is defined in Eq. (18):

� =
∑
t=x,y

(
1 − e−γ ρt

) = 2 − e−γ ρx − e−γ ρy , (18)

where ρx, ρy, γ are shown in Eq. (19), and here Cw, Ch represent the smallest external rectangle of the
real and predicted boxes, which are defined by their width and height. As shown in Fig. 10.

ρx =
(

bgt
cx

− bcx

Cw

)2

, ρy =
(

bgt
cy

− bcy

Cw

)2

, γ = 2 − �, (19)

Figure 10: Distance loss calculation
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The shape loss cost function is defined as in Eq. (20).

 =
∑
t=w,h

(
1 − e−wt

)θ = (
1 − e−ww

)θ + (
1 − e−wh

)θ

, (20)

where the ww, wh expressions are shown in Eq. (21).

ww = |w − wgt|
max (w, wgt)

, ww = |h − hgt|
max (h, hgt)

, (21)

in Eq. (21), w, h, wgt, and hgt represent the width and height of the predicted box and the ground truth
box, respectively. θ controls the emphasis on the shape loss.

According to Eq. (22), the IoU cost function is as follows:

IoU =
∣∣B ∩ BGT

∣∣
|B ∪ BGT| , (22)

As a summary, Eq. (23) illustrates the SIoU loss function.

LossSIoU = 1 − IoU + � + 

2
. (23)

4 Experiments
4.1 Experimental Conditions

4.1.1 Experimental Data Set

To validate the reliability of the proposed model, two datasets were used: HRRSD and NWPU
VHR-10. HRRSD is a dataset developed in 2017 by the Center for Optical Imagery Analysis
and Learning of the Xi’an Institute of Optics and Precision Mechanics of the Chinese Academy
of Sciences, specifically designed for remote sensing image object detection research. A total of
55,740 object instances are included in the HRRSD dataset, with approximately 4,000 instances
per category. It covers 13 types of remote sensing land object categories, including ships, bridges,
ground track fields, storage tanks, basketball courts, tennis courts, airplanes, baseball fields, harbors,
vehicles, intersections, T-intersections, and parking lots. One notable feature of this dataset is the
relatively balanced sample distribution among different categories, with each category containing over
4,000 samples. Moreover, the dataset includes a diverse range of detection objects, with each image
containing various sizes and types of objects, and some images containing densely packed objects.
Northwestern Polytechnical University, China, has released the NWPU VHR-10 dataset. With 650
images containing objects, 150 background images, and 10 object classes, it is comprised of 650 images
from Google Earth.

4.1.2 Experimental Environment

The experimental setup for this study is shown in Table 1.

The hyperparameter settings before model training in this paper are shown in Table 2.
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Table 1: Experimental setup

Equipment Name

CPU Intel(R) Core(TM) i5-12600K/32G
GPU NVIDIA GeForce RTX 3080/10G
Disk capacity SSD/3T
The operating system Windows 11
Deep learning framework Pytorch 1.8

Table 2: Hyperreference settings

Name Name

Optimizer SGD
Initial learning 0.001
Momentum 0.937
Weight_decay 0.0005
Batch size 16
Epoch 100

4.2 Evaluation Metrics

A metric used to evaluate network models’ object detection performance is mean Average
Precision (mAP). mAP represents the average of all class results and is used to evaluate the overall
performance of the detection algorithm, where mAP0.5 evaluates the object detection performance
at an IoU threshold of 0.5, mAP0.5:0.95 provides a more detailed evaluation by considering a range
of IoU thresholds between 0.5 and 0.95 in steps of 0.05. This study utilizes Precision (P), Recall (R),
Average Precision (AP), and mAP as performance evaluation metrics for DI-YOLO. The following
are specific expressions:

Precision = TP
(TP + FP)

, (24)

True Positives (TP) in Eq. (24) are the number of positive samples correctly recognized as positive
samples; False Positives (FP) are false positive samples, the number of negative samples incorrectly
recognized as positive samples.

Recall = TP
(TP + FN)

, (25)

False Negatives (FN) in Eq. (25) is the number of false negatives, the number of positive samples
that are incorrectly recognized as negative.

AP =
∫ 1

0

P (R) d (R) , (26)
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In Eq. (26) P stands for precision and R stands for recall.

mAP = 1
N

N∑
1

AP, (27)

N in Eq. (27) denotes N classifications in the dataset.

4.3 Experimental Results

4.3.1 Ablation Experiments

Employing YOLOv7-tiny as the base model, we performed ablation experiments on the HRRSD
dataset to substantiate the efficacy of the proposed algorithm for optical remote sensing image
detection. Various improvement modules were evaluated in the DI-YOLO model to determine their
performance. The results of the experiments are presented in Table 3.

Table 3: Ablation experiments

Model P (%) R (%) mAP0.5
(%)

mAP0.5:
0.95 (%)

Params
(M)

GFLOPS FPS

YOLOv7-tiny 78.6 75.5 80.2 47.1 6.05 13.3 277.8
+ DC 80.1 76.9 81.4 47.4 6.17 12.4 256.4
+DC+CCA-FPN 81.2 75.4 81.7 47.0 6.82 13.7 156.3
+DC+CCA-FPN+IEDH 81.1 78.8 83 49.7 13.36 25.7 135.1
+DC+CCA-FPN+
IEDH+SIoU(DI-YOLO)

82.8 77.8 83.1 49.6 13.36 25.7 138.9

Based on deformable convolution characteristics, this paper replaces standard convolution with
deformable convolution in the YOLOv7-tiny backbone network. As indicated in Table 3, the model’s
overall performance continues to improve following the implementation of deformable convolution,
while reducing the computational burden.

In Fig. 11, the gradient-weighted class activation mapping (Grad-CAM) [42] is used to visualize
the heatmap of CCA-FPN. It can be clearly observed that with the addition of the CCA-FPN
structure again, the high-confidence regions of the object become more prominent, thus focusing on
the important elements and reducing the interference in the recognition process.

To fully extract information from the feature map, IEDH is used as the final output of the
network. Lastly, the SIoU loss function is used in this paper to accelerate network convergence. The
experimental results show that although DI-YOLO increases the parameters and computation, its
precision increases by 4.2%, recall by 2.3%, mAP0.5 by 2.9%, and mAP0.5:0.95 by 2.5%. According
to the results above, the model maintains high recognition performance while meeting the requirements
of real-time processing.
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Figure 11: Heat map of detection results using Grad-CAM before and after adding the CCA-FPN
module

In addition, Fig. 12 illustrates a performance comparison graph between the DI-YOLO and
YOLOv7-tiny models based on ablation results. These graphs include precision curves, recall curves,
and mAP0.5 curves. Based on the comparison graphs, it is evident that the DI-YOLO model
outperforms YOLOv7-tiny in each of the aforementioned evaluation metrics.

Figure 12: Performance comparison between YOLOv7-tiny and DI-YOLO models

Fig. 13 illustrates the loss comparison graph. The graph indicates that the proposed model
introduced in this paper exhibits a faster convergence speed compared to the baseline model YOLOv7-
tiny.
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Figure 13: Loss comparison between YOLOv7-tiny and DI-YOLO models

4.3.2 Comparison Experiments

As shown in Table 4, the proposed DI-YOLO is compared with classical object detection algo-
rithms using Resnet-50 as the backbone of Faster R-CNN, YOLOv3-tiny, YOLOv4-tiny, YOLOv5n,
YOLOv7-tiny and YOLOv8-n.

Table 4: Performance comparison of different algorithms under HRRSD dataset

Category Faster
R-CNN (%)

YOLOv3-
tiny (%)

YOLOv4-
tiny (%)

YOLOv5n
(%)

YOLOv7-
tiny (%)

YOLOv8-
n (%)

Ours
(%)

Basketball court 25.3 41.0 43.3 45.6 51.7 52.5 55.5
Baseball diamond 75.3 84.3 81.2 86.0 83.8 85.1 84.3
Bridge 81.0 80.0 56.8 81.1 81.0 81.5 86.7
Crossroad 85.4 88.4 76.7 86.8 85.7 88.7 90.9
Harbor 82.0 85.7 80.3 87.7 88.9 89.1 91.8
Storage tank 76.3 98.1 94.6 94.9 96.6 94.9 95.1
Ship 72.1 75.9 72.0 75.7 77.0 79.2 84.6
Vehicle 20.2 82.2 76.7 81.5 81.9 82.1 83.2
Tennis court 67.9 85.0 90.0 84.8 86.0 89.7 89.3
Airplane 88.25 98.0 97.5 98.6 98.3 98.5 97.6
Parking lot 33.4 52.9 46.6 47.3 50.3 50.6 49.9
T junction 56.7 72.0 44.7 70.9 65.2 72.1 73.9
Ground track field 93.7 91.7 90.4 93.9 95.6 96.7 97.3
mAP (%) 66.0 79.6 73.3 79.6 80.2 81.6 83.1

In Fig. 14, it is shown that DI-YOLO has high performance, can accurately extract image
features, and is suitable to detect multiscale image detection under complex backgrounds such as those
encountered in optical remote sensing.
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Figure 14: The HRRSD dataset was used to compare the detection effects of DI-YOLO

From the experimental results, it is shown that the mAP of DI-YOLO is the best, which is because
the CCA-FPN structure improves the feature resolution by feature reorganization, introduces context
modeling in the feature up-sampling process, which in turn can adapt to targets with different scales,
orientations, and shapes, and improves the sensitivity to various types of targets in remote sensing
images, which proves that the structure can be used for multiscale in the complicated context of object
detection tasks in complex backgrounds. Combined with Fig. 14, it can be concluded that DI-YOLO
performs better in the case of complex background features or large differences between background
feature scales and targets, which is due to the fact that the efficient decoupling head proposed in this
paper better handles both the classification and the localization task.

4.3.3 Generalizability Verification

The DI-YOLO model needs to be evaluated on an image set that does not include HRRSD data
to further validate its generalization ability. The HRRSD dataset contains the same categories as the
NWPU VHR-10 dataset for validation purposes. The experimental samples include but are not limited
to, ships, aircraft, baseball fields, and ports of various sizes in different contexts. Fig. 15 illustrates the
comparison of detection results between YOLOv7-tiny and DI-YOLO. Although DI-YOLO has a few
misclassifications based on experimental results, the proposed DI-YOLO model shows better object
detection accuracy compared to YOLOv7-tiny while maintaining real-time performance.
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Figure 15: The NWPU VHR-10 dataset was used to compare the detection effects of DI-YOLO

5 Conclusion

This paper presents a model for object detection, DI-YOLO, by improving on the basic framework
of YOLOv7-tiny. The deformable convolution was first used to make the model optimized for feature
extraction of multi-scale objects. Secondly, a CCA-FPN structure is designed to enhance the model’s
capability to recognize multi-objects. Next, the IEDH is employed to further focus on the object’s
texture content and edge information. Lastly, the bias effect can be reduced by using the SIoU loss
function. The experiments show that compared with other mainstream algorithms, DI-YOLO can
obtain better detection results while ensuring real-time performance. Although the overall detection
performance of DI-YOLO performs better, its effect on detecting optical remote sensing images with
severely dense targets and tiny targets performs poorly compared to mainstream models, which will
be a key research focus in the future.
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