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Abstract: Healthcare organizations rely on patients’ feedback and expe-
riences to evaluate their performance and services, thereby allowing such
organizations to improve inadequate services and address any shortcomings.
According to the literature, social networks and particularly Twitter are
effective platforms for gathering public opinions. Moreover, recent studies
have used natural language processing to measure sentiments in text segments
collected from Twitter to capture public opinions about various sectors,
including healthcare. The present study aimed to analyze Arabic Twitter-based
patient experience sentiments and to introduce an Arabic patient experience
corpus. The authors collected 12,400 tweets from Arabic patients discussing
patient experiences related to healthcare organizations in Saudi Arabia from
1 January 2008 to 29 January 2022. The tweets were labeled according to
sentiment (positive or negative) and sector (public or private), and thereby
the Hospital Patient Experiences in Saudi Arabia (HoPE-SA) dataset was
produced. A simple statistical analysis was conducted to examine differences
in patient views of healthcare sectors. The authors trained five models to
distinguish sentiments in tweets automatically with the following schemes:
a transformer-based model fine-tuned with deep learning architecture and
a transformer-based model fine-tuned with simple architecture, using two
different transformer-based embeddings based on Bidirectional Encoder Rep-
resentations from Transformers (BERT), Multi-dialect Arabic BERT (MAR-
BERT), and multilingual BERT (mBERT), as well as a pre-trained word2vec
model with a support vector machine classifier. This is the first study to
investigate the use of a bidirectional long short-term memory layer fol-
lowed by a feedforward neural network for the fine-tuning of MARBERT.
The deep-learning fine-tuned MARBERT-based model—the authors’ best-
performing model—achieved accuracy, micro-F1, and macro-F1 scores of
98.71%, 98.73%, and 98.63%, respectively.
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1 Introduction

Healthcare organizations are currently shifting to a more patient-centered approach to care, and
most modern hospitals rely solely on traditional survey methods—either online or offline—to gather
patients’ opinions and satisfaction rates regarding the services that the hospitals provide [1]. However,
although traditional surveys are easy to develop, they cannot capture patients’ true feelings and
observations. Patients do not usually feel motivated to provide honest and accurate answers, thereby
lowering the response rate and validity of surveys [2]. Therefore, there is a need for a better means of
patient engagement and empowerment.

Several studies have examined the impact and potential of social media in the healthcare sector [3—
5], and Twitter has emerged as a major channel for expressing feelings, thoughts, and experiences with
a community that shares similar interests and values [0]. Twitter provides a huge amount of raw and
unsolicited opinions from patients about the services provided by healthcare organizations, which can
be used as an alternative to traditional patient experience surveys. In Saudi Arabia, Twitter is the third
most visited site after Google and YouTube as of 2021, making it the second most visited social media
site [7]. However, while there are several available corpora representing tweets in the Arabic language
related to general topics (e.g., the Saudi Dialects Corpus from Twitter (SDCT) in the Saudi dialect
[8], the Arabic Sentiment Tweets Dataset (ASTD) in the Egyptian dialect [9], and several in multiple
dialects, such as the Arabic Speech Act and Sentiment corpus of tweets (ArSAS) [10] and the Arabic
Sarcasm detection dataset (ArSarcasm-v2) [11]), there are none exclusively in the healthcare domain.
Several studies have analyzed sentiments about diverse topics such as finance [12], government and
politics [13,14], economics [15], and entertainment [16,17], but few have explored the possibility of
using sentiment analysis (SA) in health-related applications. Moreover, studies that cover the use of
SA to measure patient experience and satisfaction rates—in either English or Arabic—are even fewer.
This is because of the lack of Arabic corpora for patient experience and the lack of programming tools
that support the complex structure of the Arabic language, especially dialectic Arabic.

Although Twitter is a rich source of sentiments and opinions, analyzing these sentiments manually
is both time-consuming and expensive. Moreover, the process of classifying dialectic Arabic text—the
most generic form of communication on Twitter—could represent a bottleneck due to several factors,
including the extensive use of slang, the widespread use of abbreviations, and the neglect of spelling
and grammar rules [6]. A more accurate, efficient, and effective approach is needed to replace the
existing traditional methods and automate the process of SA to measure patients’ satisfaction and
analyze their feedback.

At the broadest level, there are two types of SA methods [18]: (i) supervised learning and
(i1) lexicon-based methods. Supervised models can also be divided into those based on deep learning
(DL) and those based on feature engineering. Feature engineering-based techniques predict sentiment
by learning from various features chosen to capture various facets of the text. Meanwhile, DL is
regarded as the state of the art in machine learning (ML) and has succeeded greatly in many areas,
particularly in computer vision and natural language processing (NLP) [19]. Different neural network
(NN) designs are typically trained using embedded representations of text units (characters or words)
as input characteristics.
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Transformers [20] are a type of NN for learning sequential inputs such as images and natural
languages, and they use not recurrent connections but rather an architecture that is close to a classical,
fully connected one. A transformer’s ability for contextual modeling surpasses that of preceding DL
approaches such as long short-term memory (LSTM) [20-22]. The main feature that distinguishes
transformers from other models is the use of self-attention layers [20,23], which provide any processed
input with its relevant context, and the processing can be performed in any order. Thus, transformers
are massively parallelizable, making them faster than other recurrent NN (RNN) [24] models where
the processing must be performed in a single direction [20]. Another advantage of transformers
is that once they are pre-trained in an unsupervised manner on a large amount of textual data,
the model can be fine-tuned to a specific downstream task with relatively few labels by simply
adding another layer after the last transformer layer and training the entire network for only a few
epochs. Because the general linguistic patterns have already been learned during pre-training, the
fine-tuning process is efficient and effective [22,23]. Transformer-based language models (LMs) based
on Bidirectional Encoder Representations from Transformers (BERT)—such as multilingual BERT
(mBERT), the BERT transformer model for Arabic language (AraBERT), and Multi-dialect Arabic
BERT (MARBERT) [22,25]—have recently advanced the state of the art for Arabic SA and NLP [26].

In the study reported herein, the authors used the recent advances in transformer-based ML to
train an ML classification model using a dataset of Arabic patients’ experiences collected from Twitter
that were labeled manually as positive or negative. The contributions of this work are as follows. First,
this study was aimed at bridging the gap in medical-related applications of SA and introducing an
Arabic patient experience corpus: Hospital Patient Experiences in Saudi Arabia (HoPE-SA). HoPE-
SA is the first dataset of its kind that explores carefully curated data on patient experiences in
Arabic from the Twitter platform. The newly constructed open-source HOPE-SA dataset is aimed
at bridging the gap in Arabic NLP resources and corpora, especially in the health sector. It could also
motivate and encourage researchers and developers to conduct further studies that might significantly
improve Arabic NLP and the health sector. Moreover, healthcare organizations can benefit from this
study using trained models to measure the level of patient satisfaction and accordingly improve their
provided services to better adhere to patient needs and achieve a more patient-oriented care system.
Second, the authors applied simple statistical analysis to the collected dataset to examine the patients’
sentiments about the healthcare services provided in Saudi Arabia, as well as to investigate whether
there is a tangible difference in the patient sentiments about services provided by the private and public
(governmental) healthcare sectors. Lastly, the authors trained five models to distinguish sentiments
in tweets automatically with the following schemes: a transformer-based model fine-tuned with a
DL architecture, a transformer-based model fine-tuned with a simple architecture, and a pre-trained
word2vec model with a support vector machine (SVM) classifier, using two different transformer-
based embeddings, MARBERT [25] and mBERT [22].

MARBERT is intended to condition jointly on both the left and right context in all layers
to pre-train deep bidirectional representations from the unlabeled text. As a result, the pre-trained
MARBERT model may be fine-tuned with an additional output layer to produce models for various
tasks, including SA, emotion and sarcasm detection, topic classification, dialect identification, named
entity recognition, and question answering [22,25]. Notably, this is the first study to investigate the fine-
tuning of MARBERT using a bidirectional LSTM (BiLSTM) layer. The closest related work is that
of Nguyen et al. [27] for a Vietnamese dataset, where mBERT was fine-tuned separately by several
methods, and that of Souza et al. [28], who reported on Portuguese BERT models within different
architectures, aiming to classify named entities in the Portuguese language, as detailed in Section 2.4.
The present work drew inspiration from those two previous studies but is novel.
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The authors aimed to answer the following research questions. (1) What is the attitude of patients
in Saudi Arabia toward the provided healthcare services? (2) Is there a tangible difference in the quality
of services provided by private and public healthcare sectors from the perspective of their patients?
(3) Does fine-tuning MARBERT by adding a BiILSTM layer provide better performance? Does fine-
tuning it with a simple feedforward NN (FNN) layer provide better performance? In other words, does
extracting more features using a BILSTM layer improve the performance?

The rest of this paper is organized as follows. Section 2 surveys the literature for the state of the
art in Arabic SA, including SA for patient experience. Section 3 provides a detailed description of the
process of collecting, annotating, preprocessing, analyzing, modeling, and classifying Twitter-based
Arabic sentiments about patients’ experiences. The results obtained are presented and evaluated in
Section 4. The findings are discussed in Section 5, and the paper concludes in Section 6.

2 Related Work

Although SA has several applications in different domains, its role in improving the healthcare
sector remains understudied. Moreover, few studies have applied SA to patient experiences, especially
in the Arabic domain (Section 2.1). For the word embeddings or LM, three categories can be identified.
The first includes frequency-based LMs such as a bag of words (BoW), term frequency-inverse
document frequency (TF-IDF), and n-gram models [29,30]. The second includes prediction-based
LMs such as word2vec, which can be implemented using two approaches: continuous BoW (CBoW)
and skip-grams [31-33]. The third includes transformer-based LMs [34]. A combination of three
different LMs has also been used [35]. Several studies have proposed different approaches for analyzing
Arabic sentiment from social content, including modern standard Arabic (MSA) and dialectic Arabic
(DA). In addition, because sarcasm, emotion detection, and named entity recognition are specific
cases of SA [36], their related studies are also considered. Thus, the related studies are classified
according to whether the proposed approach was based on a classical ML method (Section 2.2), a
DL method (Section 2.3), or a transformer-based learning model (Section 2.4). Also emphasized are
studies conducted using BERT for feature representation and transfer learning. Some of the reviewed
work involved lexicon-based classification [37]. Note that all the reviewed studies targeted Arabic
SA except those by Liu et al. [38] (English), Souza et al. [28] (Portuguese), and Nguyen et al. [27]
(Vietnamese). Finally, the findings are discussed in Section 2.5.

2.1 Sentiment Analysis for Patient Experience

For classifiers, Alayba et al. [39] used three classical approaches (SVM, logistic regression, and
naive Bayes) and two DL approaches [convolutional NNs (CNNs) and a deep NN]. They introduced
their dataset of Arabic tweets expressing opinions about health services, comprising 2026 tweets;
the dataset was annotated manually. For feature representation, a combination of unigram, bigram,
and TF-IDF methods was used, and the highest accuracy was achieved using the SVM classifier.
Alayba et al. focused on providing the dataset rather than analyzing the results. Liu et al. [38] harnessed
ML and transfer learning to study the tendencies of public opinions, attitudes, and behaviors regarding
COVID-19 vaccines. For the ML models, SVM, random forest, and logistic regression were used with
TF-IDF encoding. As for transfer learning, they used BERT [22] as a classifier and LM, and the
transfer learning model outperformed the other ML models.
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2.2 Classical Machine Learning Approaches for Sentiment Analysis

Bayazed et al. [¢] introduced the open-source dataset SDCT. The features were extracted using
the TF-IDF weighting scheme and an n-gram model, then 11 ML classifiers were trained using the
extracted features. The results indicated that there was no significant difference among unigrams,
bigrams, and trigrams, especially for short texts such as tweets. Aldayel et al. [6] presented a hybrid
lexicon—SVM sentiment classifier, used along with three n-gram models and TF-IDF as feature vectors.
Aljameel et al. [40] analyzed the sentiments of tweets about several COVID-19 preventive measures
conducted in Saudi Arabia in an attempt to understand the awareness of citizens about these measures.
They used an n-gram feature extraction along with several classical ML methods, such as SVM, k-
nearest neighbors, and naive Bayes classifiers. The highest accuracy was achieved by the SVM classifier
along with the bigram model.

2.3 Deep Learning Approaches for Sentiment Analysis

Alahmary et al. [41] performed SA on Saudi dialect tweets using LSTM and its variant BiILSTM;
they used the SDCT as the dataset, and the word embeddings were generated using the CBoW
word2vec model. In another study, Dahou et al. [42] trained a word embedding algorithm on
their collected corpus and a CNN for classification. CBoW and skip-gram were used for the word
embeddings. They compared the accuracy of the equally balanced and unbalanced CNN model with
the results from three previous studies and applied it to nine different public datasets. They found that
training with an unbalanced dataset resulted in higher accuracy. A CNN and BiLSTM were also used
by Heikal et al. [43] for SA on Arabic tweets, in addition to a third hybrid model that combined the two
deep learners. The tweets’ word embeddings were generated by the Arabic word2vec skip-gram model
(AraVec) [44], which was trained using Arabic tweets. The ensemble model determined the class using
soft voting and had the best performance in terms of accuracy and F1 score.

2.4 Transformer-Based Approaches for Sentiment Analysis

Abdelali et al. [45], the authors behind Qatar Computing Research Institute Arabic and Dialectal
BERT (QARIiB), pre-trained five different BERT models on Arabic tweets and newspapers. They noted
that an increase in the number of training steps or the use of more datasets did not necessarily result
in a better model. They also concluded that using MSA and informal datasets to train the model
helped, even if the model was only meant to be used on informal data. Bashmal and AlZeer examined
an ensemble BERT model to detect sarcasm in Arabic tweets [46] using the Arabic sarcasm detection
(ArSarcasm-v2) dataset [11], and the full model had a better F1 score in comparison to the constituent
models alone. Chouikhi et al. [47] showed an interesting approach to using a BERT model for Arabic
by tackling the tokenization problem instead of merely the training and fine-tuning phases.

Abdul-Mageed et al. [25] argued that multilingual LMs such as the cross-lingual LM robustly
optimized BERT pre-training approach (XLM-RoBERTa) [48] and mBERT [22] can be easily outper-
formed by monolingual models that are pre-trained with larger and more language-specific datasets.
They also argued that some existing LMs do not perform well in real-world settings, such as social
media, because they were trained on datasets that do not capture the informality and diversity of the
language in social media. Abdul-Mageed et al. presented two novel Arabic transformer-based LMs,
Arabic BERT (ARBERT) and MARBERT, pre-trained on a large, diverse dataset of DA and MSA. In
another study, Abu Farha et al. [49] used the ArSarcasm-v2 dataset [1 1] to train different transformer-
based models, and a BILSTM model was used as a baseline. It was found that AraBERT large [50]
and MARBERT [25] had the highest F1 scores for the positive and negative classes. Abu Farha et al.
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concluded that models with more parameters could potentially obtain more representational power,
thus performing better than the smaller variants. The competitiveness of AraBERT and MARBERT
was also shown by Naski et al. [51].

The effects of different fine-tuning approaches on a pre-trained BERT model were compared by
Nguyen et al. [27], who performed SA on two Vietnamese datasets. The fine-tuning methods included
standard fine-tuning, where an additional layer was appended, and a more complex approach, where
the whole output sequence was fed to another classification model. The classification models were
LSTM, text-based convolutional NN (TextCNN) [52,53], which is a widely used CNN for language-
related tasks, and a recurrent convolutional NN (RCNN) [54]. All the fine-tuning was performed on
a multilingual BERT model, and upon evaluation, the best-performing models were the fine-tuned
RCNN followed by the fine-tuned TextCNN. Similarly, Souza et al. [28] reported BERT models in
different architectures, aiming to classify named entities in Portuguese. Four BERT variants were
studied, i.e., (i) BERT with a last-layer BILSTM classifier, (ii)) BERT with a last-layer BILSTM classifier
and a conditional random field (CRF) layer [55], (iii) BERT whose layer weights were all adjusted and
with an added simple linear classifier layer, and (iv) the same scheme but with an extra CRF layer. The
Portuguese BERT large with the simple linear classifier resulted in the highest F1 score, and the CRF
layer did not have a significant impact on the later model.

2.5 Discussion of Previous Approaches

Except for QARIB [45], only minimal preprocessing is required when using transformer-based
classifiers [49,51,55], while data cleaning and normalization have been used frequently in other studies
that applied classical and DL approaches and embeddings. Furthermore, Al-Twairesh [56] compared
different AraVec [44] models, such as CBoW (100, 300) and skip-gram (100, 300), and it was found
that the skip-gram model with 300 embeddings outperformed the other models. As suggested by
Liu et al. [38], Bashmal et al. [46], and Al-Twairesh [56], the transformer-based LM BERT is superior
to frequency-based and prediction-based embeddings, which is because of several factors. The first is
the transformers’ ability to learn better contextual embeddings. The second is that once pre-trained,
word2vec only generates a single static embedding for a given word, while in BERT the process of word
embedding generation is dynamic and depends on the given context.

Several studies applied different sentiment classification approaches. Based on the studies by
Liu et al. [38], Alahmary et al. [41], and Al-Twairesh [50], the present authors conclude that
classical ML models with frequency-based or prediction-based feature representations result in lower
performance measures when compared to DL and transformer-based approaches. Additionally,
transformer-based models have outperformed classical and DL models when applied with the same
settings. The multi-dialect BERT reported by Al-Twairesh [56] performed worse than other models
within the same study. However, MARBERT, which was also pre-trained on multi-dialect Arabic
tweets, attained significantly higher performances in the work by Abdul-Mageed et al. [25], Abu
Farha et al. [49], and Naski et al. [51]. This difference in performance was a result of the size of the
dataset. Al-Twairesh [56] used a dataset that was relatively small compared to the dataset used by
Abdul-Mageed et al. [25], with ten million tweets and one billion tweets, respectively. MARBERT has
outperformed AraBERT and ARBERT in SA [25]. This is because, unlike AraBERT and ARBERT,
MARBERT was pre-trained on DA instead of MSA. Moreover, fine-tuning pre-trained models
consumes fewer resources compared to other ML approaches.
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3 Materials and Methods

This section illustrates the process of analyzing Twitter-based Arabic sentiments regarding
patients’ experiences by specifying the techniques used in the dataset collection (Section 3.1), dataset
annotation (Section 3.2), statistical analysis (Section 3.3), and dataset preprocessing (Section 3.4),
as well as specifying the LMs, classification models, and model evaluation procedures (Section 3.5).
Finally, the SVM and BERT-based baseline models are described (Section 3.6). The workflow is
described briefly as follows. First, the dataset was collected from Twitter and was annotated manually
by sentiment and the healthcare sector. The authors then performed statistical analysis on the
collected dataset and preprocessed it. For the statistical analysis, the authors compared patients’ levels
of satisfaction with public and private healthcare organizations. Meanwhile, for preprocessing, the
dataset was cleaned and normalized, and then each tweet was tokenized before being fed into the
LM, which produced the word embeddings. The classification model was subsequently trained from
the annotated dataset and was able to sentimentally classify any fed text into positive or negative.
To evaluate the model, 10-fold cross-validation was used. The following subsections describe the
workflow in greater detail, and Fig. | summarizes it.

Dataset Annotation

Dataset Collection Dataset Preprocessmg
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Figure 1: Pipeline of the proposed approach for dataset construction and sentiment analysis of tweets
to measure the attitudes of patients toward the services provided by healthcare organizations in Saudi
Arabia
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3.1 Dataset Collection

The construction of an Arabic patient sentiment dataset was one of the main deliverables of this
study. The authors’ dataset consists of patient-related Arabic tweets that reflect sentiments toward
healthcare organizations in Saudi Arabia. The Twitter intelligence tool (TWINT) [57] library was
used to retrieve the raw tweets from Twitter. The authors extracted tweets by specifying the Twitter
identifiers for healthcare organizations in Saudi Arabia. Identifiers (mentions) were chosen as the
search queries because they—from the authors’ observation—tended to return tweets that contained
more sentiments and less unwanted noisy data, such as ads, compared to retrieving tweets by using
keywords or hashtags. Fourteen healthcare organizations (see Suppl. Table | in the Supplementary
Material) were selected according to the 35 highest-ranked hospitals in Saudi Arabia [58] after the
authors excluded hospitals with inactive Twitter accounts and/or low activity on Twitter and replaced
them with hospitals that had a Twitter presence. The authors collected 330,963 raw tweets that were
tweeted between 1 January 2008 and 29 January 2022 and contained at least one word. The entire
process from data collection to data filtering and annotation took three months, from 10 January
2022 to 6 April 2022. The authors named the dataset HoPE-SA, which stands for Hospital Patient
Experiences in Saudi Arabia.

3.2 Dataset Annotation and Filtering

Each tweet was labeled according to its sentiment as positive (+1), negative (—1), or neutral (0), the
latter to be excluded. Moreover, each tweet was also labeled as public, private, or unspecified according
to the sector of the healthcare organization alluded to in the tweet. It is important to note that the
annotation according to sectors was for statistical analysis purposes and was not used in training
the classifiers. The annotation process was as follows: each instance of the dataset was annotated
by an odd number of annotators (three), and the final label of each instance was determined by the
majority vote. The annotators followed the following guidelines inspired by Bayazed et al. [§] and
Alahmary et al. [41].

1. If the tweet’s content was not related to patient experience (which can be defined as any
interaction of patients with healthcare-providing organizations and can be reported by the
patients themselves or their relatives), it was marked as irrelevant.

2. If the tweet did not contain sentiments (such as declarations, public announcements, queries,
and ads), it was marked as neutral.

3. If the tweet displayed positive sentiments (joy, happiness, satisfaction, gratitude, and other
favorable emotions), it was marked as positive. Otherwise, if the displayed sentiments were
negative (anger, sadness, disappointment, and other unsatisfactory emotions), it was marked
as negative.

4. If the healthcare organization name was mentioned, it was marked as public or private
according to the Saudi Central Board for Accreditation of Healthcare Institutions (CBAHI)
list [59]; otherwise, it was marked as unspecified.

5. Tweets that were classified as neutral or irrelevant were removed from the dataset, while tweets
with unspecified sectors were omitted from the statistical analysis.

Finally, to evaluate the quality of the annotations, the inter-rater agreement of the annotators
over the dataset was measured with the Fleiss kappa metric [60], which measures the agreeability of
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any number of annotators n and classes k with N examples (tweets) while eliminating coincidental
agreement:

P—P,
K = —,
1—-P,

(1)

where 7; is the number of annotators who assigned example i the class j, and P and P, are calculated as

_ 1 N k ,
P:m(ZZnU—Nn), ()

=1 j=1

B k 1 & 2
P, = Z(E Zn,-,-) ) 3)

The calculated value of k& was 0.96, which indicates almost perfect agreement among the annota-
tors [61].

3.3 Statistical Analysis

In this study, the authors aimed to derive statistical inferences from the collected dataset about
the differences in patients’ satisfaction levels between the public and private healthcare sectors. The
analysis was based on the sentiments and sectors that were alluded to in the collected tweets. The
authors also collected general statistical information about the dataset, such as counts and rates of
positive and negative tweets (in terms of sentiments) and the sectors (public and private).

3.4 Dataset Preprocessing

In this study, AraVec and BERT-based architectures were used as feature extraction models. The
output of AraVec served as feature input vectors for the SVM classifier, and the output of MARBERT
and mBERT served as feature input vectors for the subsequent classification layers that were used to
address the sentiment classification. To eliminate noise, unify the tweets, and improve the learning
process, several preprocessing techniques were implemented, which can be summarized in two steps:
cleaning and normalization. Regular expressions were used to perform the two steps. As for the AraVec
word embedding model, note that the authors followed almost the same preprocessing steps as those
mentioned by Soliman et al. [44] (the developers of AraVec) to utilize the full potential of the pre-
trained AraVec model. The cleaning process varied with the approach (see Table 1 for the differences),
but normalization was unified across the different approaches [44]. After cleaning and filtering, the
large number of tweets was reduced to 12,400, specifically 7849 negative ones and 4551 positive ones.

Emojis were kept unchanged in MARBERT and mBERT because they had vector representations.
However, AraVec was not pre-trained on texts that contained emojis, so it had no vector representation
for them. Rather, Soliman et al. [44] (the authors of AraVec) converted each emoji into its overall
sentiment, i.e., positive or negative emotion. The present authors used the same technique for emojis
in the tweets when training the SVM model; to do so, they used the emoji sentiment mapping described
by Hakami et al. [62] to create a Python dictionary that performed this mapping.
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Table 1: Cleaning steps used for support vector machine (SVM) and Bidirectional Encoder Represen-
tations from Transformers (BERT)-based approaches

Cleaning step SVM BERT-based
Remove links and mention tags v v
Remove punctuation v v
Remove underscores and hash symbols v v
from hashtags

Remove digits v v
Remove English words v v
Remove diacritics v

Remove elongation v

Remove stop words v

Convert emojis to text v

Finally, each tweet was tokenized into individual words. Cleaning and normalization were
performed using the re (regular expression) Python library, while tokenization was performed using
the Natural Language Tool Kit (NLTK) for the SVM model and BERT’s WordPiece tokenizer [26] for
MARBERT and mBERT.

3.5 Proposed Learning Approach

After preprocessing, the authors tokenized the tweets and unified each tweet’s token vector to a
length of 250 tokens, where shorter tweets were padded with a special token [PAD], and the authors
appended a predefined class token at the beginning [CLS] and a predefined separator [SEP] at the
end of each tweet. The next step was to map each tweet’s token vector to its corresponding ID and
attention mask. Finally, the authors converted all tokens and attention mask vectors into Torch tensors
to make them compatible with the PyTorch framework. After collecting and preprocessing the data,
the authors fed them as inputs into a sentiment classification framework to determine their polarity.
As for word embeddings, the authors used the Arabic BERT variant MARBERT. Meanwhile, for
classification, the authors considered fine-tuning MARBERT. Google Colaboratory (Colab) [63] was
used as an environment for the BERT model implementation. The authors’ implementations were
carried out using the open-source ML framework based on the Python programming language and
the Torch library (PyTorch) because of its strong and robust support for graphical processing units
(GPUs). Because of the dynamic nature of Colab’s resource allocation, the GPUs were not the same
in all experiments, but the majority were performed on a single NVIDIA T4 GPU or a single NVIDIA
Tesla P100 GPU. The following subsections illustrate the approach in detail.

The authors selected MARBERT [25] because (i) it was trained on different Arabic dialects (not
only MSA) with 100,000 Arabic subwords and (ii) its dataset comprises many tweets relevant to the
authors’ domain of interest. BERT uses WordPiece tokenization [26], which is an effective tokenization
method for reducing vocabulary size; instead of treating the different forms of the same word as
different tokens, (e.g., walking, walk, and walked), it maps them into one word-piece token (e.g.,
walk) and learns based on this. This method produces tokens separated by “##” and covers many
vocabularies in different languages, including Arabic.
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Influenced by the studies of Nguyen et al. [27] and Souza et al. [28], the present authors
implemented two main fine-tuning techniques with MARBERT at the core. The first technique
used a simple FNN to perform the classification task, while the second technique used a complex
NN architecture with layers that performed further feature extractions, followed by an FNN for
the classification output. For the complex layer, the authors chose BiILSTM because of its good
performance in SA according to Abu Farha et al. [26]. In Nguyen et al. [27], the complex architectures
outperformed the FNN architecture by a small margin, whereas in Souza et al. [28] the simpler
architecture had better results. Because these two previous studies were focused on Vietnamese and
Portuguese, respectively, the present authors investigated whether using Arabic would produce similar
outcomes with the same framework. When fine-tuning MARBERT with an FNN layer, the input to
the FNN layer was the vector-only [CLS]; the [CLS] token was a special token added at the beginning
of sentences, and its output vector was used for classification tasks. Fig. 2 shows the architecture when
MARBERT was fine-tuned by adding a complex classification layer—BiLSTM—that performed
further feature extraction. In this technique, all the n 4+ 1 output vectors were used as inputs to
the BiLSTM layer, where 7 is the length of the sentence plus one for the [CLS] token added at the
beginning.

cLs T0 n T2 SEP
S S S S
MARBERT

Bi-LSTM

LSTM

FNN

Figure 2: Architecture of MARBERT fine-tuned with bidirectional long-short-term memory—
feedforward neural network (BiLSTM-FNN) classification layers
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The authors performed a series of experiments to tune MARBERT’s hyperparameters, using five-
fold instead of 10-fold cross-validation because of the large amount of time that the latter would have
required and the low variation in performance between the models. The initial hyperparameters used
were a combination of default and recommended values in Devlin et al. [22], described as follows. The
authors used an FNN hidden layer size of 50 with a learning rate of 5 x 10~°, an adaptive moment
estimation with decoupled weight decay (AdamW) optimizer, and a cross-entropy loss function. The
batch size was set to 32 with two epochs. The hidden layer size for BILSTM was also initialized to
50. The authors used batched training with gradient norm clipping. Finally, to evaluate the resulting
models, the authors used 10-fold cross-validation and computed the average folds’ accuracy and F1
score (positive, negative, micro, and macro) measures for performance evaluation.

Let TP and TN denote the numbers of true positives and true negatives, respectively, and FP and
FN denote the numbers of false positives and false negatives, respectively. Accuracy is defined as the
proportion of correctly predicted examples:
TP+ TN 4
TP+ TN+ FP+FN' @
Precision is the fraction of correctly classified positive examples among all positively classified
examples:

Accuracy =

Precisi P (5)
recision = ——————.
TP+ FP

Meanwhile, recall or sensitivity measures the ratio of correctly classified positive examples to the

true positive examples:

TP
Recall = ——. (6)
TP+ FN

The F1 score is calculated as the harmonic mean of the precision and recall; thus, it combines
both precision and recall in a single value:
Precision x Recall

F1 — score =2 x — . (7
Precision + Recall

When considering the F1 scores of a model with respect to positive and negative classes, i.e.,
Fltand F1-, respectively, the average performance is used as an indicator of the overall performance.
To calculate the macro-F1 score, all values of F'1 should be added and then averaged:

F1" + F1-
Macro — F1 = + ®)
For the micro-F1 score, for each class, the value of F1 is weighted with a weight w (w* and w~ for
positive and negative examples, respectively), which is the ratio of the examples that are represented

by this class to all the examples. Then, all values of F1 are summed to produce the micro-F1 score:
Micro — F1 =w" x F1* +w™ x F1°. 9)

3.6 Baseline Models

According to Nguyen et al. [27], Alayba et al. [39], Alahmary et al. [41], and Al-Twairesh [56],
SVM is a simple and powerful approach for SA. The results presented by Nguyen et al. [27] indicated
that SVM performs well even compared with DL models or BERT variant models. Accordingly, the
present authors selected SVM from all classical ML algorithms because it is a simple and widely
used algorithm that has proven its competitiveness in previous work. Other classical ML methods
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were not considered in this work because they have already been demonstrated in the literature to be
incompetent in comparison with the state-of-the-art transformer-based methods [38]. For structural
and environmental compatibility and to measure the impact of the MARBERT pre-training dataset
on the present fine-tuning, the authors also chose mBERT—the multilingual version of BERT—as
another baseline model. The mBERT models had the same structure as the MARBERT models.

3.6.1 Support Vector Machine (SVM) Model

An essential part of SVM is the choice of kernel functions; the linear kernel is a good choice for
complicated data [64], but the authors also considered the Gaussian or radial basis function (RBF)
kernel. For the word embeddings model, the authors considered the prediction-based embedding
AraVec [44]. AraVec is a pre-trained NN representation model that uses Arabic data from Twitter,
the World Wide Web, and Wikipedia. Moreover, AraVec was trained via two techniques: CBoW
and skip-gram. AraVecSG300, which stands for AraVec skip-gram with 300 features, showed better
performance by a margin of 10% compared to the BERT variants, as presented in Al-Twairesh [56].

To train the SVM model, the authors first converted the preprocessed tweets to numerical
vectors (word embeddings) using AraVec, a pre-trained version of word2vec with a vocabulary size
of 1,476,715 Arabic words. The authors used the Gensim Python library to access the pre-trained
model and set the number of features to 300, as recommended by Soliman et al. [44] (the authors of
AraVec). AraVec returned a one-dimensional vector of 300 numbers (features) for each word in the
tweet. To find a vector that represented the entire tweet, the authors averaged the individual word
vectors, as suggested by Khalil et al. [65]. Then, the vector of each tweet was used to train an SVM
model using the sci-kit-learn Python library with a regularization parameter of C = 1.0 and the squared
L2 penalty as the loss function by default. The authors experimented with two kernel functions, i.e.,
linear and Gaussian RBF functions, as well as two architectures for the AraVec model, i.e., CBoW and
skip-gram, resulting in a total of four models as given in Table 2. Finally, 10-fold cross-validation was
implemented to evaluate the accuracy and other performance measures. For SVM implementation,
the authors used Jupyter Notebook locally on a Windows system running on a computer with an i7
Core CPU and 8 GB of RAM.

Table 2: Summary of parameters used in SVM models

SVM model Kernel Word embeddings
Model 1 Linear AraVecCBoW300x
Model 2 RBF AraVecCBoW300
Model 3 Linear AraVecSG300x
Model 4 RBF AraVecSG300

Note: *AraVecCBoW300 refers to the pre-trained AraVec model with a continuous bag
of words (CBoW) architecture and 300 features per vector, and AraVecSG300 is based on
the skip-gram architecture.

3.6.2 Bidirectional Encoder Representations from Transformers ( BERT )-Based Baseline Models

For further investigation, the authors implemented another transformer model—multilingual
BERT [22], particularly mBERT—with the same fine-tuning procedure and configurations as those
used with the MARBERT models. The mBERT model was used to examine MARBERT’s perfor-
mance compared to another model from the same family and to be able to compare the authors’ models
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to other models from various languages. Moreover, because mBERT was pre-trained on Wikipedia
articles written mainly in MSA, it could be used to investigate the effect of the pre-training of the
dataset on the performance of fine-tuned models in downstream tasks. Additionally, mBERT could
also be used to assess the gain from adding the BiLSTM layer by comparing two transformer-based
models fine-tuned with and without the BILSTM layer. mBERT was implemented using Google Colab
to benefit from the freely available GPUs.

4 Results

This section is divided into four subsections, each reporting the results obtained with an adopted
approach. Section 4.1 reports the findings from the statistical analysis. Section 4.2 reports the results
obtained after training the SVM model using AraVec for word embedding extraction. Section 4.3
showcases the hyperparameter tuning phase for the MARBERT models and reports the final results
obtained. Finally, Section 4.4 reports the results of the fine-tuned BERT-based models (MARBERT
and mBERT); it highlights the differences between the results of each BERT-based model and
compares the two different fine-tuning techniques.

4.1 Statistical Analysis

The dataset’s tweets contained 150 characters on average, with a minimum of 16 and a maximum
of 436, including mentions and links. After removing stop words in the dataset, the most frequent
words were iise (hospital) or e (the hospital), === (specialist), =24 (the patients) or o=
(the patient), »sS¥ (the doctor), and > s» (appointment). This frequency might have been affected by
the keywords that were used in retrieving the tweets. Fig. 3a shows the word cloud of the dataset,
and Fig. 3b shows the corresponding word cloud for the tweets translated into English using the
deep_translator Python tool.
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Figure 3: Word clouds of HoPE-SA (Hospital Patient Experiences in Saudi Arabia) dataset after
removing stop words: (a) original word cloud; (b) corresponding word cloud for English-translated
tweets

Moreover, 90% of the tweets were grouped based on the year of tweeting, there being a problem
with the date format for the remaining 10%. Fig. 4 shows the results of the statistical analysis for tweets
collected in HoPE-SA for the years 2012-2022.
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Figure 4: Results of a simple statistical analysis for HoPE-SA: (a) number of tweets per year; (b)
number and proportion of positive and negative tweets per year; (c) proportion of tweets for each
sector; (d) number and proportion of tweets labeled as negative or positive per sector

Because tweets for the year 2022 were collected only for January, that year is excluded from Figs. 4a
and 4b, but otherwise those tweets are included in the statistics. Fig. 4a shows the total number of
tweets collected per year. As can be seen, the majority of collected tweets were from 2018-2021 because
TWINT had limited ability to collect older tweets and the hospitals created their Twitter accounts
only recently; moreover, the COVID-19 pandemic might have played a role in increasing the number
of tweets, especially during and after 2020. Fig. 4b shows that negative tweets outnumbered positive
tweets in all years except for 2012. This is reasonable because the dataset has a larger proportion of
negative tweets. Moreover, the authors noticed that a substantial amount (ca. 80%) of tweets published
in 2016 and 2017 were negative and that 2012 had the smallest proportion of negative tweets (ca. 30%).
In January 2022, 423 tweets were collected, of which 106 (25%) were positive and 317 (75%) were
negative.

After annotating tweets based on the referenced sector, the results show that the dataset has a fair
proportion of tweets relating to the public (53.8%) and private (44.9%) sectors. During the annotation,
the sector could not be specified for ca. 160 tweets (see Fig. 4c). The resulting counts of positive and
negative tweets for each sector are summarized in Fig. 4d. As can be seen, a huge fraction (71.5%) of
the private-sector tweets were negative, whereas the public sector had a more balanced distribution
with 43% positive and 57% negative. The public sector had the largest proportion of positive tweets,
i.e., the public sector contributed more significantly to positive tweets.
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4.2 Support Vector Machine Results

The results obtained after training the four models with 10-fold cross-validation are summarized
in Table 3. Each row in the table corresponds to a combination of an SVM kernel and an AraVec
architecture; for example, the first row (Linear SVM/CBoW) shows the results of using a linear SVM
kernel and the CBoW AraVec architecture. The average (Avg), minimum (Min), maximum (Max), and
standard deviation (SD) of each experiment are also reported in Table 3 in terms of the three chosen
evaluation measures. The highest value obtained among the different configurations is highlighted in
bold. Each experiment in this section took ca. 15 min to complete for an input matrix of size 12,400 x
300 (12,400 tweets each, represented by 300 features).

Table 3: Results of experimenting with different kernels and AraVec architectures for the SVM model,
reported in percentages

Configuration Accuracy Micro-F1 Macro-F1
Avg Min Max SD Avg Min Max SD Avg Min Max SD

Linear SVM/CBoW 95.71 94.84 96.69 0.6 95.71 94.84 96.69 0.6 95.37 94.50 96.39 0.6
Linear SVM/skip-gram 96.30 95.32 96.94 0.5 96.30 95.32 96.94 0.5 96.00 95.00 96.68 0.5
RBF SVM/CBoW 95.46 89.11 97.98 2.4 9546 89.11 97.98 2.4 95.05 87.78 97.83 2.7
RBF SVM/skip-gram 9548 §9.27 97.58 2.4 95.48 89.27 97.58 2.4 95.07 87.86 97.39 2.7

Based on these results, the best-performing model in terms of all three evaluation measures was
the SVM with a linear kernel and the skip-gram architecture for AraVec, with an average Accuracy
and Micro-F1 of 96.3%, an average Macro-F1 of 96.0%, and the lowest standard deviation. Table 3
also shows that skip-gram outperformed CBoW regardless of the kernel used, which supports the
argument in Al-Twairesh [56] that skip-gram is superior.

4.3 Tuning MARBERT-Based Models
4.3.1 Tuning MARBERT-BiLSTM Model

For the MARBERT-BILSTM model, the authors experimented with 13 different configurations
(CONF1-CONF13) by changing the size of the hidden layer in BILSTM, the batch size, the number
of epochs, and the learning rate; they used the recommended values of the number of epochs, batch
size, and Adam learning rate [22]. Moreover, the authors experimented with adding dropout and
discarding the text normalization steps. Table 4 gives the experimental hyperparameters used for the
different configurations. The results obtained by the different MARBERT-BiLSTM configurations
when trained on HoPE-SA are reported in Table 5, showing the best scores in bold.
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Table 4: MARBERT-BIiLSTM hyperparameters used in 13 configurations in hyperparameter tuning
experiments conducted on the HoPE-SA dataset

Configuration Normalization  Learning Hidden Batch size ~ Epochs Drop-out
rate layer size

CONF1 Yes 5%x107° 50 32 2 —
CONEF2 No 5%x107° 50 32 2 —
CONF3 No 5x 107 768 32 2 —
CONF4 No 5x 107 50 16 2

CONF5 No 5x 107 50 32 4

CONF6 No 5x 107 50 32 2 0.5
CONF7 No 2x 107 50 32 2

CONF8 No 2x 107 50 32 4

CONF9 No 2x 107 50 32 2 0.5
CONF10 No 2x 107 50 16 4

CONF11 No 2x 107 768 32 2

CONF12 No 2x 107 768 32 4

CONF13 Yes 2x 107 50 16 4

Table 5: Results of experiments on tuning MARBERT-BiLSTM hyperparameters, reported in per-
centages

Configuration Accuracy Micro-F1 Macro-F1

Avg Min Max SD Avg Min Max SD Avg Min Max SD
CONF1 98.28 97.76 98.72 0.35 98.32 97.78 98.71 0.34 98.19 97.61 98.62 0.37
CONF2 98.30 97.69 98.80 0.34 98.34 97.99 98.99 0.32 98.21 97.83 98.71 0.35
CONF3 98.35 98.16 98.68 0.20 98.38 98.18 98.79 0.25 98.26 98.04 98.69 0.26
CONF4 98.22 97.74 98.55 0.33 98.22 97.74 98.55 0.33 98.10 97.54 98.45 0.37
CONF5 98.19 97.44 98.60 0.47 98.24 97.46 98.59 0.47 98.10 97.27 98.50 0.51
CONF6 98.38 98.04 98.64 0.22 98.39 98.06 98.71 0.23 98.23 9791 98.6 0.24
CONF7 98.55 98.32 98.88 0.27 98.57 98.34 98.87 0.25 98.46 98.21 98.79 0.26
CONFS8 98.74 98.48 98.88 0.16 98.75 98.51 98.87 0.15 98.65 98.39 98.80 0.16
CONF9 98.65 98.20 98.68 0.24 98.48 98.23 98.71 0.22 98.36 98.09 98.62 0.24
CONF10 98.74 98.39 99.11 0.28 98.74 99.39 99.11 0.28 98.65 98.26 99.03 0.30
CONF11 98.65 98.20 98.96 0.32 98.66 98.23 98.95 0.28 98.58 98.09 98.88 0.31
CONF12 98.70 98.28 99.00 0.30 98.71 98.31 98.99 0.30 98.62 98.17 98.93 0.32

CONF13 98.62 98.31 98.79 0.18 98.62 98.31 98.79 0.18 98.51 98.17 98.71 0.20
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Table 5 shows slight variations among the experiments. Nevertheless, it is notable that removing
the text normalization step improved the model performance, albeit by a small margin. Furthermore,
changing the learning rate from 5 x 10~ to 2 x 10~° yielded a relatively large improvement. Meanwhile,
CONFS8 and CONF10 had similar performances when considering the average of the measures, but
CONFS8 had the lowest variation in performance. Thus, the best combination of hyperparameters that
the authors found was that in CONFS. Furthermore, the worst combinations of hyperparameters were
found in CONF4 and CONFS5.

4.3.2 Tuning MARBERT-FNN Model

To optimize the MARBERT-FNN model, similar experiments were conducted but with the
hyperparameters related to the BILSTM layer excluded, and the authors tested the recommended
values of the number of epochs, batch size, and Adam learning rate [22]. Because MARBERT
was pre-trained on minimally processed Arabic tweets, the authors tested its performance with and
without the additional steps of normalization. Table 6 summarizes the hyperparameters used in the
different configurations for the experiments. Notably, CONF14 used the default settings for the
hyperparameters.

Table 6: MARBERT-FNN hyperparameters used in eight configurations in hyperparameter tuning
experiments conducted on the HOPE-SA dataset

Configuration Normalization Learning Hidden Batch size ~ Epochs Drop-out
rate layer size
CONF14 Yes 5x107° 50 32 2 —
CONF15 Yes 5x 107 50 32 2 0.5
CONF16 Yes 5x107° 50 32 4 —
CONF17 Yes 5x107° 50 16 2 —
CONF18 No 5x107° 50 32 2 —
CONF19 Yes 2x 107 50 32 2 —
CONF20 Yes 2x 107 100 32 2 —
CONF21 Yes 2x 107 50 32 2 0.5

Table 7 reports the results obtained by the different MARBERT-FNN configurations when
trained over the HoPE-SA dataset, highlighting the best scores in bold. Changing the default values
of the number of epochs and the batch size as well as eliminating normalization resulted in lower
performance in all measures compared to the default settings but setting the Adam learning rate to
2 x 107 enhanced the performance of the model. Therefore, the authors fixed the learning rate to
2 x 1075 while changing the size of the FNN layer and adding a dropout layer of 0.5 in separate
experiments—CONF20 and CONF21—because the latter hyperparameters gave the best results,
second to those obtained by changing the learning rate. These combinations did not exceed the
improvement created by the learning rate, which is represented by the CONF19 model in Table 6.
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Table 7: Results of experiments on tuning MARBERT-FNN hyperparameters, reported in percent-
ages

Configuration Accuracy Micro-F1 Macro-F1
Avg Min Max SD Avg Min Max SD Avg Min Max SD

CONF14 98.53 98.20 98.84 0.25 98.54 98.19 98.83 0.26 98.43 98.02 98.73 0.28
CONF15 98.49 9824 98.84 0.27 98.51 98.27 98.51 0.27 98.40 98.13 98.73 0.26
CONF16 9831 9796 98.72 0.33 98.33 98.02 98.71 0.32 98.20 97.87 98.61 0.34
CONF17 9825 98.06 98.47 0.18 98.43 9796 9847 0.18 98.11 97.93 98.34 0.18
CONF18 98.43 9798 98.79 0.31 98.43 9798 98.79 0.29 9831 97.82 98.70 0.32
CONF19 98.65 98.12 99.32 0.49 98.68 98.19 99.31 0.47 98.58 98.06 99.27 0.51
CONF20 98.61 98.52 98.76 0.09 98.63 98.55 98.75 0.09 98.52 98.42 98.66 0.09
CONF21 98.63 98.20 99.04 0.38 98.65 98.22 99.03 0.36 98.54 98.08 98.97 0.39

4.4 BERT-Based Model Results

This subsection provides the results of the 10-fold cross-validation based on the best combinations
of hyperparameters that were found previously. For MARBERT-BIiLSTM, the authors used the same
hyperparameters in CONFS as those given in Table 4. Moreover, for comparison, the authors used the
same settings of fine-tuned hyperparameters for mBERT-BiLSTM. Additionally, the authors used
the hyperparameter combination from CONF19 for the MARBERT-FNN and mBERT-FNN fine-
tuned models. After evaluation, the MARBERT-BiLSTM model had the highest performance, while
the MARBERT-FNN model had a slightly lower performance. Conversely, the mBERT-FNN model
outperformed the mBERT-BiLSTM model, but again by a small margin. Overall, there was a notable
difference in the performance of the MARBERT-based models and the mBERT-based models. Table §
summarizes the results of the authors’ final BERT-based models, showing the highest scores in bold.
The times consumed by the BILSTM variants of MARBERT and mBERT were 4 h 6 m 40 s and
4 h 4 m 13 s, respectively. In contrast, the times consumed by the FNN variants of MARBERT and
BiLSTM were 1 h 28 m 42 s and 1 h 28 m 34 s, respectively. Fig. 5 displays the confusion matrices for
the authors’ models.

Table 8: Results of experiments on tuning MARBERT-FNN hyperparameters, reported in percent-
ages

Configuration Accuracy Micro-F1 Macro-F1
Avg Min Max SD Avg Min Max SD Avg Min Max SD

MARBERT-BILSTM 98.71 98.18 99.25 0.39 98.73 98.22 99.27 0.36 98.63 98.09 99.21 0.40
mBERT-BiLSTM 96.10 94.07 97.04 0.88 96.11 94.15 97.02 0.86 95.81 93.72 96.87 0.93
MARBERT-FNN 98.51 96.84 98.88 0.33 98.52 97.91 98.87 0.31 98.41 97.75 98.80 0.34
mBERT-FNN 96.12 95.56 96.74 0.44 96.15 95.50 96.77 0.43 95.86 95.25 96.51 0.56
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Figure 5: Confusion matrices for final models: (a) MARBERT-FNN 10-fold; (b) MARBERT-
BiLSTM 10-fold; (c) mBERT-FNN; (d) mBERT-BiLSTM; (e) linear-kernel SVM with skip-gram

5 Discussion

A primary contribution of this work is the introduction of HoPE-SA, a patient experience corpus
that explores carefully curated data related to patient experiences written in Arabic on Twitter and

within the region of Saudi Arabia. The authors attempted to ensure that tweets were retrieved as
objectively as possible.

The first objective was to explore the attitudes of patients in Saudi Arabia toward the provided
healthcare services. From the statistical analysis applied to HOPE-SA to examine the patients’
sentiments about the healthcare services provided in Saudi Arabia, the authors generally conclude that

patients in Saudi Arabia are not fully satisfied with the healthcare services provided because 63.3% of
the tweets from the collected dataset were negative.
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The second objective was to determine whether a tangible difference existed between the quality
of services provided by private and public healthcare sectors from the perspective of their patients.
The statistical analysis showed that the patients of the private sector seem to be less satisfied than the
patients of the public sector. This could be because public healthcare is free, unlike private healthcare
whose patients may expect a better service. By exploring the dataset, the authors found that many
complaints in the public sector were about delays in appointments. However, tweets about the private
sector compared waiting times to those in the public sector and expressed discontent due to having
similar waiting times despite paying for healthcare.

The third objective was to examine the performance impact of extracting more features during
the fine-tuning step of MARBERT using a BILSTM layer. The experimental study showed that the
margin of enhancement gained in the MARBERT-based models by adding a BILSTM layer was
small (only two in a thousand tweets), but the time difference was more than double. This time-to-
performance trade-off might not be satisfactory in most domains. To obtain another perspective on the
performance of their models, the authors trained their optimized models on AraSarcasm-v2 [11] and
compared the results with those of the SA task. The best result was achieved by El Mahdaouy et al. [66]
using a MARBERT-based model with a macro-F1 score of 0.6625. Using the same training and
testing set, the authors obtained macro-F1 scores of 0.6608 and 0.6471 for MARBERT-FNN and
MARBERT-BIiLSTM, respectively. The authors MARBERT-FNN tuning has proven to be more
universal than their MARBERT-BILSTM model, achieving the highest macro-F1 score after that
of El Mahdaouy et al. [66]. However, when evaluating it on the authors’ dataset, the fine-tuning
by MARBERT-BIiLSTM had higher scores than the fine-tuning by MARBERT-FNN. This could
indicate that BILSTM was more sensitive to the hyperparameters and dataset domain. Moreover, using
the authors’ best-performing SVM model (linear kernel and skip-gram AraVec) on the ArSarcasm-v2
dataset resulted in an average macro-F1 score of 0.6001. The small differences in the BERT-like models’
performances on ArSarcasm-v2 compared with the best model’s performance could be attributed to
the fact that the authors obtained their final models’ settings by fine-tuning them on their self-collected
dataset, whereas the highest scores achieved by El Mahdaouy et al. [66] were achieved by tuning
their model on the AraSarcasm-v2 dataset. Furthermore, there was a substantial difference between
AraSarcasm-v2 and the authors’ dataset. First, the authors’ dataset is domain-specific and only targets
patient experience tweets, whereas ArSarcasm-v2 is more diverse and covers several issues. Moreover,
the authors’ tuning was carried out to enhance the classification of two classes only (positive and
negative). However, to compare the present results with those of El Mahdaouy et al. [66], the authors
changed the output of their models into three classes (positive, neutral, and negative).

Regarding preprocessing steps, the SVM model required extensive preprocessing to improve its
performance; this may have been because AraVec was trained on preprocessed and normalized text.
Furthermore, in MARBERT, extensive preprocessing did not necessarily improve the performance. As
can be seen from Table 5, removing normalization had only a slight effect on the models’ performances
and even enhanced the performances for some models. The authors attributed this to the fact that
MARBERT was originally trained on a dataset of minimally preprocessed tweets, and thus the model
was not disturbed by noise and could potentially extract the semantics behind the tweets. Moreover,
the WordPiece tokenizer that was utilized by the BERT-based models was rarely hindered by the out-
of-dictionary problem because it broke words into pieces. This implies that BERT, with its Word-Piece
tokenization, might deem extensive text processing futile in the same way that DL and prediction-based
embeddings may deem feature extraction and lexicons ineffective.

Finally, when comparing all five models, the authors found that the MARBERT models had
superior performances. The authors observed notable enhancements in the models that utilized
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MARBERT rather than mBERT, although they had the same architecture and settings. Moreover, the
mBERT and the SVM AraVec baseline models had similar performances, although the pre-training of
AraVec was performed on a dialectic Arabic corpus (similar to MARBERT) while mBERT was pre-
trained on a corpus that contained mainly MSA. From this, the authors concluded that not only did
the dialectic pre-training corpus contribute to their MARBERT models’ good performances but also
that the transformer architecture made a considerable contribution to its superiority because mBERT
was able to achieve a relatively high performance despite the nature of its pre-training data.

6 Conclusions

SA has been studied extensively as a tool that can automate the process of surveying and analyzing
the opinions of people. This study aimed to bridge the gap in medical-related applications of SA and to
introduce an Arabic patient experience corpus. The newly constructed open-source HoPE-SA dataset
is intended to possibly bridge the gap in Arabic NLP resources and corpora, especially in the health
sector. The findings in this study can inspire additional investigations and aid the comprehension of
the Saudi culture of health, as provided by real-time Twitter data.

The authors’ experiments resulted in five models. The first two were MARBERT models, one fine-
tuned with a BILSTM and the other with an FNN. Similarly, the authors used two mBERT models
fine-tuned with a BILSTM and an FNN, and finally an SVM AraVec model. For evaluation, the
authors used 10-fold cross-validation and measured the performance using the metrics of accuracy and
F1 score. After evaluation, the authors concluded the following: the MARBERT-based models yielded
superior performances, especially the BILSTM fine-tuned model. The shortcomings of mBERT were
due to the formal Arabic on which it was trained; the classic SVM AraVec model had slightly better
but comparable performance to the mBERT models despite its simpler architecture, which may have
been due to AraVec’s pre-training dataset, which contained mostly DA as well as MSA.

In the future, the authors intend to conduct a comparative study assessing the generalizability of
the MARBERT-BIiLSTM model when applied to a benchmark of several datasets and compare its
performance to that of state-of-the-art methods in terms of efficiency and effectiveness. In addition,
the authors plan to implement an aspect-based SA approach to identify the specific services (aspects)
alluded to in each tweet and assign a sentiment label to each service, which will help healthcare
organizations identify which services need the most improvement. Finally, the authors also plan to
extend their study from binary SA to multi-class emotion analysis.
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Supplementary Material

Supplementary Table 1: Alphabetical list of hospitals included in HoPE-SA dataset, along with the
sector (public or private) of each according to CBAHI

Seq. Hospital Sector
1 Al Hammadi Hospital Private
2 Al Mowasat Hospital Private
3 Almana Hospital Private
4 Dallah Hospital Private
5 Dr. Erfan and Bagedo General Hospital—Jeddah Private
6 Dr. Sulaiman Al Habib Medical Group Private
7 King Abdulaziz Medical City—Riyadh Public
8 King Fahad Specialist Hospital—Buraydah Public
9 King Fahd Hospital of University Education—Al Khobar Public
10 King Fahd Specialist Hospital—Dammam Public
11 King Faisal Specialist Hospital and Research Centre— Riyadh Public
12 King Khalid Eye Specialist Hospital Public
13 King Saud Medical City—Riyadh Public
14 Maghrabi Hospital Private
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