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Abstract: Complex proteins are needed for many biological activities. Fold-
ing amino acid chains reveals their properties and functions. They support
healthy tissue structure, physiology, and homeostasis. Precision medicine and
treatments require quantitative protein identification and function. Despite
technical advances and protein sequence data exploration, bioinformatics’
“basic structure” problem—the automatic deduction of a protein’s properties
from its amino acid sequence—remains unsolved. Protein function inference
from amino acid sequences is the main biological data challenge. This study
analyzes whether raw sequencing can characterize biological facts. A massive
corpus of protein sequences and the Globin-like superfamily’s related protein
families generate a solid vector representation. A coding technique for each
sequence in each family was devised using two representations to identify each
amino acid precisely. A bispectral analysis converts encoded protein numerical
sequences into images for better protein sequence and family discrimination.
Training and validation employed 70% of the dataset, while 30% was used
for testing. This paper examined the performance of multistage deep learning
models for differentiating between sixteen protein families after encoding
and representing each encoded sequence by a higher spectral representation
image (Bispectrum). Cascading minimized false positive and negative cases
in all phases. The initial stage focused on two classes (six groups and ten
groups). The subsequent stages focused on the few classes almost accurately
separated in the first stage and decreased the overlapping cases between
families that appeared in single-stage deep learning classification. The single-
stage technique had 64.2% +/− 22.8% accuracy, 63.3% +/− 17.1% precision,
and a 63.2% +/19.4% F1-score. The two-stage technique yielded 92.2% +/−
4.9% accuracy, 92.7% +/− 7.0% precision, and a 92.3% +/− 5.0% F1-score.
This work provides balanced, reliable, and precise forecasts for all families in
all measures. It ensured that the new model was resilient to family variances
and provided high-scoring results.
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1 Introduction

An amino acid is analogous to a word, while a protein sequence is analogous to a book and a motif
to a sentence. The link between the sequences would give higher-level knowledge about the physical
structure’s functional characteristics if it were scooped. In biomolecular research, scientists attempt to
identify the amino acid residues that give each protein family its distinct characteristics. In this method,
scientists classify groups of proteins with similar functions as “protein families.”

In contrast to recognized proteins, however, uncharacterized proteins must be identified and
classified in various bioinformatics domains. In this method, scientists represent protein families as
activity-related clusters. In different fields of bioinformatics study, however, uncharacterized proteins
still need to be fully discovered or accurately classified. Consequently, determining ways to arrange
proteins and utilize their functions to exhibit their understanding of physicochemical processes is a
significant issue in applied research [1–4]. Classifying protein sequences requires manually extracting
discrete or continuous properties using engineering-related approaches. Then, standard machine
learning (ML) approaches are used to identify how the features of the retrieved hidden patterns will
behave. Unsupervised learning is a traditional ML method for constructing clusters and assigning
labels to each cluster. Another popular strategy for identifying common patterns in protein sequences
is matching genetic traits to protein sequence s. However, this widespread motif comparison method
relies on biological professionals and domain specialists for functional motif identification [5,6].
Modifying the protein’s cell sequence requires research into the protein’s primary function. The
technique then calculates the total number of variables [7] by generating a generalized series of
Gaussian process regression. By training the sequencing data of numerous proteins, it is possible to
improve the accuracy and outcomes of functional analysis [8].

In [9], the authors applied the Resonant Recognition Model (RRM) to the hormone Prolactin
(PRL) to identify resonant frequencies, predict functionally relevant amino acids or “hot spots” in
the protein sequence, and compare them to the amino acids suggested by the majority of researchers
based on their research. Certain light frequencies can initiate or influence biological processes. Among
the frequency-specific effects of light on protein activation [10] is electromagnetic irradiation. Protein
interactions are based on electromagnetic energy transmission in the infrared and visible light ranges,
according to the RRM. All proteins consist of linear sequences of constituent elements (amino acids).
The RRM model uses spectral and space-frequency analysis to analyze linear data. The range of free
electron energies interacting with proteins governs protein activity (interaction). Charges traveling
through the protein backbone and traversing the various energy levels created by amino acid side
groups may create favorable conditions for the emission or absorption of specific electromagnetic
radiation. These findings demonstrate that protein interactions depend on the transfer of electromag-
netic energy between interacting molecules at a specific frequency for each function/interaction [10].
The sequence metric problem is addressed in [11] through multivariate statistical analyses of several
amino acid characteristics. Several numeric values are generated by factor analysis to account for
substantial and interpretable amino acid variation. This strategy simplifies the analysis of sequence
data. This method generates scores that can be used in numerous studies [12]. It aimed to reveal
the latent structure of multidimensional amino acid attribute data, describe the primary patterns
of interpretable covariation among these attributes, and investigate the distinct causal components
of multivariate attribute variation. They described the RRM and Informational Spectrum Method
(ISM) in [13]. One of more than 600 amino acid characteristics and two plasmodial peptides (P18
and P32) exemplify these processes [14]. The two plasmodial peptides (P18 and P32) were given
numerically so that their roles could be examined [12]. Currently, protein function and structure
are predicted in bioinformatics using ML [13]. Support vector machines, decision trees, and other
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machine learning algorithms accept vectors of integers as inputs. Encoding converts protein sequences
into vectors of numbers. The “Protein Encoding” Matlab package was developed to encode protein
sequences into numerical vectors for bioinformatics; the “Protein Encoding” Matlab package was
developed [13]. The toolkit is user-friendly and comes with Matlab application programming interfaces
(APIs), allowing researchers to take advantage of it [5]. Normalized Moreau-Broto, Moran, and Geary
[14] are three typical autocorrelation descriptors that can be used in addition to the fundamentals
of [4,5]. Along the amino acid sequence, they are defined by the position-specific score matrix of
evolutionary data. In [14], a complete model integrating a position-specific scoring matrix (PSSM),
three autocorrelation descriptors, and evolutionary and sequence-order information results in a 560-
dimensional feature vector. Selecting features using principal component analysis (PCA) reduces noise.
The most information is included in the 175 dominant features with the largest variance and smallest
reconstruction error for the support vector machine (SVM) classifier. A Jackknife cross-validation test
on three benchmark datasets suggests that the model outperforms earlier evolutionary information-
based techniques, particularly for amino acid sequences with low similarity [14]. In [15], it was
postulated that the codons of amino acids drive the complex prime number representation (CPNR) for
amino acids CPNR. The number of codons for amino acids equals the number of prime integers. This
discovery is the impetus behind the new representation of prime numbers. The biological importance
of prime numbers is strengthened by complicated domain mapping. In contrast to earlier work, CPNR
does not have an issue with degeneracy, and its numbers are usually independent, which means they
cannot be produced by adding, multiplying, or exponentiating a real number [15]. Their collection
comprised 520 protein sequences from seven functional areas that have been carefully investigated [15].
Quantitative structure-activity relationships (QSARs) require developing in silico models that establish
a mathematical link between molecular structures and the properties under investigation [16]. As the
formal numerical description of a molecule’s structure, molecular descriptors play a significant role
in QSAR and other in silico models. Multiple criteria can be used to classify molecular descriptors.
There are two basic categories of descriptors: experimental and theoretical. Authors of [16] outline
the foundation for comprehending and performing molecular descriptor computing and the several
theoretical descriptor types and their respective perspectives. Each amino acid index [17] was selected
and modeled using hydrophobicity, alpha, and other parameters. Each index uniquely identifies the
protein. They hypothesized that some descriptors would give protein modeling with more information.
Later, in [18], they investigated if other physicochemical descriptors, the fast Fourier transform (FFT),
and protein feature categorization could enhance prediction findings.

The descriptors for modeling have been restricted. The top dataset descriptors were identified
using two methods. Four publicly accessible datasets serve as the basis for comparison. Sets of data
were selected for two reasons: (i) to demonstrate that the combination of descriptors and/or FFT
implementation depended on the protein and fitness they were attempting to predict, and (ii) to
demonstrate that the technique could be effective even when insufficient training data was available.
They demonstrated that the method might increase model quality and accuracy of fitness prediction;
the most accurate predictive models used FFT with aminoamide residue interactions [18]. In [19],
a complete overview of encoding methods is offered. They classified amino acid encoding methods
into five groups based on the type of information used to create the code: binary, physicochemical
attributes, evolution-based, structure-based, and machine learning.

Initially, the five amino acid encoding classes were presented. Once procedures were determined,
they were hypothesized. Finally, they analyzed the sixteen distinct methods of encoding amino acids
to determine a protein’s shape and its secondary structure [19]. In [20], it is argued that amino
acid sequences can be converted into numbers and that only the primary sequences can be utilized
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to identify protein families. The mapping method utilized Fibonacci numbers and a hashing table
(FIBHASH). A Fibonacci number was allocated to each amino acid coding based on its integer
representation. Then these amino acid codes were then placed in a 20-byte hash table so that recurrent
neural networks could classify them into groups [21]. The categorization of proteins is a crucial
aspect of diagnostic and therapeutic procedures. Traditional methods of classification could not have
produced more effective classification results.

Methods of machine learning and deep learning produced superior results. All ML methods
must convert protein sequences to numbers; if the protein sequences are converted flawlessly, the
performance may increase [21,22]. Protein sequences can be represented on multiple levels, such as the
physiochemical properties of amino acids and their three-dimensional structure. This approach makes
it difficult to determine the optimal numerical representation for protein sequences. Two encoding
strategies for mapping protein sequence-function connections have been examined throughout the
past decade. A traditional encoding approach (or “one-hot encoding”) directly provides an amino
acid sequence in binary notation.

In contrast, a “learned encoding” scheme includes training an unsupervised ML method on
millions of unlabeled protein sequences [22,23]. After training, the learned encoding technique can
transform protein sequences into numerical vector representations [24]. The learned encoding scheme
postulates that all protein sequences comply with evolutionary laws or biophysical features that govern
the interactions between proteins that allow them to carry out a biological function [25]. The vector
representations of the taught encoding method reveal how proteins link in the learned sequence space.
Due to this, identical sequences will have similar vector representations, and by utilizing downstream-
supervised ML models, such as a Gaussian process, similar biological functions can be presumed [26].

Recently, neural network (NN)-based computer models have excelled at simulating extremely
complex problems. Numerous biological areas can adopt NN-based designs for their benefits [27,28].
Natural language processing (NLP) applications, such as word2vec [29] and others based on deep
neural networks and model architectures [30], are among these. A recurrent neural network (RNN) is
one of these neural network-based architectures that can be utilized for sequence learning. Concerns
include handwriting recognition, speech recognition, and machine translation while preserving the
long-term interdependence of hidden states [4]. Convolutional neural network (CNN) has been the
method of choice for addressing many issues associated with the seamless automatic exploitation of
features and performance adjustment, streamlining conventional image analysis pipelines. CNNs have
recently been employed to predict the secondary structure of proteins [31,32]. In [31], the prediction
was based on the position-specific score matrix profile (produced by PSI-BLAST), whereas in [32],
amino acid sequence-related properties were subjected to convolution with one-directional kernel
motions (1D).

Furthermore, [33] proposed a deep CNN architecture for predicting protein characteristics. This
design generated dense per-position protein sequence predictions using a shift-and-stitch algorithm
with numerous layers. In contrast, [34] generates models that predict enzymatic function based on a
structure using deep learning techniques and empirically acquired structural knowledge of enzymes.
In the article [35], the authors devised a protein mapping technique for encoding amino acid sequences
to numeric representations, which they applied primarily for protein family prediction.

The bispectral analysis is an advanced method to process signals that looks at the phase coupling
(quadratic nonlinearities) between signal parts that do not behave in a straight line. Numerous
biological signals, including the electrocardiogram (ECG) and electroencephalogram (EEG), are
unambiguous as a result of their interdependencies [36–42]. The features gained from these approaches



CMC, 2023, vol.76, no.1 1177

may improve how well the deep learning algorithm works. Ten families within the Globin-like
superfamily were recently classified using a hybrid bispectral deep neural network [43]. Compared to
prior approaches, this one produced substantial advancement in the classification challenge. Despite
these findings, the 16 families still needed to be addressed [43].

This paper provides a novel method for identifying the sixteen protein families within the Globin-
like superfamily by feeding numerically encoded bispectrum pictures of protein sequences to a well-
designed two-stage CNN model classifier. The document’s structure is as follows: the methodology of
this paper is elaborated in Section 2, which includes: the coding, bispectrum, and properties of the deep
learning architecture of convolutional neural networks. The third section contains the data utilized in
this inquiry and exhibits the outcomes of the proposed single-stage and two-stage applications. Section
4 discusses the suggested method’s achieved results and prospective application areas. The conclusion
of the study provides insight into future attempts to enhance predictions.

2 Methods & Materials

The proposed system is based on the steps for classifying protein sequence families shown in Fig. 1.

Figure 1: The architectural design of the proposed two-stage classification method

2.1 The Selected Protein Sequence Superfamily

This paper exploits the superfamily information on the InterPro site where Pfam now lives.
InterPro is a database of protein families, protein domains, and functional sites used to analyze protein
sequences based on their signatures, which come from prediction models like hidden Markov models.
One of the essential items about InterPro is that it can combine the protein signatures of its member
databases into a single, searchable resource. Also, it could use the unique features of each database
to make a single, robust database and diagnostic tool [44]. In this work, the Globin-like superfamily
with the InterPro accession number IPR009050 was used to validate the classification approach. This
superfamily consists of globin-like proteins with six helices arrayed in a partially open, folded leaf form
and truncated globins without the initial helix. This is true for both globins and phycobilisome proteins
that resemble phycocyanin. Phycobilisome proteins are oligomers of two distinct globin-like subunits
that bind a bilin chromophore and possess two additional helices at the N terminus. They are light-
collecting cyanobacteria and red algae [44,45]. Globins are heme-containing globular proteins that
bind and/or transport oxygen. They belong to a broad family that has been thoroughly investigated
and is found in several organisms [46]. The following families were chosen from this superfamily to
test our classification system: The family of the protein and its accession number are shown in Table 1.
The number of sequences selected for representing each family was equal to the number of sequences
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in the lowest-sequence number family after performing multiple shuffles (386 protein sequences from
each family).

Table 1: The name and the associated accession number for each family in the Globin-like superfamily

Family class Family name Accession number

Family 01 Leghaemoglobin IPR001032
Family 02 Truncated hemoglobin IPR001486
Family 03 Myoglobin IPR002335
Family 04 Erythrocruorin IPR002336
Family 05 Hemoglobin, beta-type IPR002337
Family 06 Hemoglobin, alpha-type IPR002338
Family 07 Protoglobin IPR012102
Family 08 Phycobilisome, alpha/beta subunit IPR012128
Family 09 Globin, lamprey/hagfish type IPR013314
Family 10 Globin, extracellular IPR014610
Family 11 Hemoglobin, pi IPR002339
Family 12 Allophycocyanin, beta subunit IPR006245
Family 13 Phycocyanin, alpha subunit IPR006246
Family 14 Phycocyanin, beta subunit IPR006247
Family 15 Truncated hemoglobin, group 1 IPR016339
Family 16 Group 2 truncated hemoglobin GlbO IPR044203

2.2 Encoding Systems

The amino acid encoding is crucial to the ultimate success of categorization approaches. In
contrast to protein sequence encoding, amino acid encoding combines different methods to predict the
properties of a protein at both the residue and sequence levels. Encoding methods are typically divided
into five categories based on the source of information and how it is extracted: binary encoding,
physicochemical characteristics encoding, evolution-based encoding, structure-based encoding, and
machine-learning encoding. This article depicts amino acids in protein sequences as multidimensional
binary numbers (0 and 1). This process is known as a binary encoding method [19].

The digital representation of amino acids is usually called feature extraction, amino acid encoding
scheme, or residue encoding scheme [19]. One-hot encoding, often known as orthogonal encoding,
is the most commonly used binary encoding [47]. A twenty-dimensional binary vector in the one-
hot encoding method represents each of the twenty standard amino acids. The order of the twenty
standard amino acids is specified explicitly. The ith amino acid type is then represented by twenty
binary bits, with the ith bit set to “1” and the remaining bits set to “0.” Each vector has a single bit,
represented by “1”. Therefore, it is known as “one-hot.” For instance, the twenty standard amino acids
are arranged as [A, C, D, E, F, G, H, I, K, L, M, N, P, Q, R, S, T, V, W, Y]; the one-hot code for A is
1000000000000000, the one-hot code for C is 0100000000000000, and so on. Since some amino acids in
protein sequences are unknown, it is crucial to realize that in some instances, one extra bit is required
to represent the unknown amino acid type, and the length of the binary vector will be twenty-one
[19]. The classification accuracy of the adopted encoding method may be enhanced if its outputs are
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normalized using the mean value and the standard deviation of the encoded amino acid distribution
in each family as in Eq. (1):

Normalized encoding output(i) = (Encoding output(i) − Mean value)/(standard deviation) (1)

2.3 Bispectrum

Bispectrum is one of the most well-known higher-order spectral analyses of the signals. There-
fore, it is employed to analyze bio signals; Electromyogram (EMG), Electroencephalogram (EEG),
Electrocardiogram (ECG), and heart sounds [48–53].

For instance, power spectrum analysis measures the distribution of power as a function of
frequency, omitting phase information. It also assumes that the signal is generated by a linear
mechanism, disregarding the possibility of signal interaction depicted as “phase coupling,” a common
occurrence in signals derived from nonlinear sources such as protein numerical representations. The
bispectral analysis is a signal processing method that examines the phase coupling between signal
components, such as the values contained in proteins. After briefly explaining the theory behind the
bispectral analysis, CNN uses the information from the bispectral analysis to place proteins into their
correct families [53].

Nonlinearities in the protein-encoding process depart from linearity in its form, and non-
stationarity in its representation modifies the inter-frequency connections within these families. The
bispectral analysis is a complicated signal processing method that quantifies quadratic nonlinearities
and linearity deviations. It measures the relationship between signal components, such as the protein-
encoding representation. Changes in the representation that result in varying quadratic nonlinearities
will result in quantifiable modifications to the bispectrum. The encoded protein is represented by a
sequence x(k), divided into epochs with zero mean values to remove any offset from analysis and
a unity variance to have a unified benchmark for the sequence. Each epoch’s Fourier transform is
computed, and the bispectrum B(fl, f2) is calculated as follows:

B (f1, f2) = |X (f1) · X (f2) · X ∗ (f1 + f2) | (2)

The conjugate of Xi (fl + f2) is Xi ∗ (fl + f2). The subscript (i) refers to the number of epochs; in
this case, N epochs are added together, and Xi(f) is the Fourier transform of the ith epoch. Notably,
whereas the power spectrum depends on a single frequency variable (f), the bispectrum depends on
two frequency variables, f1, and f2. It is hard to determine whether a signal is phase-coupled from a
single epoch because phase coupling might occur in ways other than the intermodulation products in
Eq. (3). Determining whether the phase relationship between each pair of frequencies is random or
connected necessitates the examination of numerous epochs. This is achieved by computing the triple
product (X(f1 ).X(f2 ).X ∗ (f1 + f2)) for each epoch in a series and averaging the triple products of each
epoch [36].

The bispectrum is the amplitude of the average triple product. In case a signal consists of only
deterministic frequencies with random phases. In this situation, averaging triple products from differ-
ent times will result in components with the same frequency, but distinct phase angles canceling out and
adding up to zero. Due to the nonrandom phase components of protein family-like representations,
their sum will be greater than zero. This is easily demonstrated by assigning a vector to each component
of the Fourier series of the protein-encoded sequence. The triple products are averaged by averaging the
vectors corresponding to the identical frequency components from each epoch. The vectors are added
by adding each vector’s real and imaginary axis projections. Therefore, if a large number of vectors
with random phase angles are averaged, the length of the resulting vector (indicating the magnitude of
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the added components) will go toward zero. On both axes, there will be an equal number of optimistic
and pessimistic projections, and the net projection on each axis will gravitate toward zero [53].

However, when taking the average of vectors (components) with identical phase angles, a vector
with a length greater than zero is obtained. In the absence of phase coupling, the bispectrum will
thus tend toward zero [37] because the sum of Eq. (2) will tend toward zero. In the absence of
phase coupling, the bispectrum tends towards zero [53], as does the total of Eq. (2). Due to phase
coupling between components at frequencies fl, f2, and fl + f2, B(fl, f2) will not be zero. Therefore, the
bispectrum can be used to identify any frequency. The sequence may include both IMPs resulting from
phase coupling and fundamentals with the same frequency but different phases than the IMPs (if the
phase of the fundamentals is the same as that of the IMPs, there is no way to tell them apart; they
are, for all intents and purposes, the same signal) [37,38]. To evaluate this type of data, having the
ability to recognize and quantify phase coupling between signal components would be paramount.
Furthermore, the bispectrum discloses the non-stationaries in the sequences. It realizes the non-
gaussian constituents in the sequences enhancing their classifications and predictabilities. Moreover,
it quantifies quadratic phase coupling (QPC) levels and nonlinearity interactions in non-stationary
sequences. It strengthens the QPC due to its ability to destroy all common phase coupling relations
[37].

Possible frequency pair combinations (f1, f2) and the frequency at their sum (fl + f2) are deter-
mined by computing the fraction of each component that results from sequence as opposed to
fundamentals. Because the amplitude of the bispectrum is affected by the amplitude of the signal and
the degree of phase coupling, it is not a pure measurement of the degree of phase coupling. Instead,
the bicoherence metric may be utilized for this purpose [38]. The bispectrum for each class in the
normalized encoding system is depicted in Fig. 2. As seen in Fig. 2; each family possesses a prominent
pattern that may result in acceptable intolerance when combined with the deep learning model.

Figure 2: Bispectrum for some protein sequences in each class for normalized encoding approach (a)
1, (b) 2, (c) 3, (d) 4, (e) 5, (f) 6, (g) 7, (h) 8, (i) 9, (j) 10, (k) 11, (l) 12, (m) 13, (n) 14, (o) 15, and (p) 16

2.4 Deep Learning

Artificial neural networks were utilized in the late nineties to classify biomedical signals [54]. Deep
learning is a subfield of artificial intelligence (AI). It is a state-of-the-art technology that learns from
the available data without requiring explicit extraction features or pre-processing stages. The main
challenge of deep learning is the availability of large datasets to learn from. Therefore, there is a need
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to increase the availability of data in medical fields. To overcome this barrier, the main point is to
use pre-trained networks on large datasets such as ImageNet and to take advantage of the benefits
of transfer learning to be compatible with the presented task of classifying the available dataset [54].
CNN is one of the best-known deep-learning models for image classification patterns. It is based on
extracting features from low to high levels automatically and adaptively. It consists of different layers,
such as convolutional, pooling, and fully connected layers. The first two layers extract the descriptors,
while the last layer maps the features to their appropriate output classes [55,56].

Residual networks are types of CNNs’ deep learning structures. It was presented in 2015 by
Kaiming He. It differs from existing CNNs by its residual blocks that focus on skipping some layers
and solving the vanishing gradient issues of the existing CNNs due to the high number of deep layers.
Depending on the number of layers used to build residual neural network (ResNet) models, multiple
versions of ResNet depend on the number of layers in deep learning, coded as ResNet-Number of
layers: ResNet-18, ResNet-50, ResNet-101, and ResNet-152. In this paper, ResNet-101 is utilized with
transfer learning techniques for the last fully connected layer to be compatible with classes 2, 10, and
6 [56,57]. The size of the input images is 224 × 224 × 3. Training and validation employed 70% of the
dataset, while 30% was used for testing. Adaptive moment estimation (Adam) optimizer, mini patch
size of 64, maximum epochs of 20, and an initial learning rate of 0.001 are used to build the deep-
learning model.

3 Results & Discussion

The generated images for all protein sequence families are passed to the pre-trained deep learning
structure ResNet-101. Transfer learning is employed in the structure to obtain the same class number in
the last fully connected layer. Sixteen families are recognized using the proposed deep learning model
approach. The evaluation matrices that have been used in this paper are shown in Eqs. (3)–(6):

Sensitivity = TP
TP + FN

(3)

Precision = TP
TP + FP

(4)

F1 − score = 2 × Precision × Sensitivity
(Precision + Sensitivity)

(5)

Accuracy = TP
TP + TN + FP + FN

(6)

where true positive (TP) is a test result that correctly indicates the presence of a condition or
characteristic; true negative (TN) is a test result that correctly indicates the absence of a condition
or characteristic; and false positive (FP) is a test result that wrongly indicates that a particular
condition or attribute is present. A false negative (FN) is a test result that wrongly indicates that a
particular condition or attribute is absent. The separation between different families is performed
using ResNet101 and higher-order spectral analysis by dividing the data into 70% for training and
validation and 30% for testing [58]. The procedure is started by passing all sixteens families into the
pre-trained CNN. The output is illustrated by the following confusion matrix, as shown in Fig. 3.
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Figure 3: The confusion matrix of a single-stage protein sequence classification

Table 2 figures out the evaluation matrices in the resultant confusion matrix for a single-stage.

Table 2: Summary of confusion matrix in Fig. 3

Class name Sensitivity Precision F1-score Accuracy

Family 01 64.70% 75.80% 0.6981153 64.20%
Family 02 20.70% 31.60% 0.2501415
Family 03 67.20% 84.80% 0.7498105
Family 04 31.90% 50.70% 0.3916053
Family 05 83.60% 79.50% 0.8149847
Family 06 32.80% 39.60% 0.3588066
Family 07 93.10% 78.80% 0.8535521
Family 08 48.30% 62.20% 0.5437575
Family 09 73.30% 68.50% 0.7081876
Family 10 52.60% 48.40% 0.5041267
Family 11 58.60% 55.70% 0.5711321
Family 12 86.20% 77.50% 0.8161882
Family 13 90.50% 75.50% 0.8232229
Family 14 91.40% 84.80% 0.8797639
Family 15 55.20% 43.50% 0.4865654
Family 16 77.60% 56.60% 0.6545693



CMC, 2023, vol.76, no.1 1183

The highest recall is obtained in Family 7, with a positive rate of 93.1%. On the other hand, family
2 with recall had the lowest sensitivity, which was not above 20.7%. All families have low precision;
their positive predictive values do not exceed 84.8%, which is the difference between the two classes,
Family 3 and Family 14. On top of that, Family 2 has the lowest precision as well. The combination of
precision and sensitivity is called the F1-score, as shown in Eqs. (3)–(6). Therefore, the best F1 score
is in family 14, and the lowest is in family 2. The accuracy for discriminating among sixteen classes is
low, and its accuracy is at most 64.2%. Therefore, looking for a new approach is necessary to obtain
the best results. The proposed method uses the cascading system by breaking the process of classifying
into two steps. The first stage is responsible for discriminating between two groups: six family groups
or ten family groups. Following the classification of ten classes on their own and the remaining six
on their own, the corresponding confusion matrices clarify the obtained results. Fig. 4 represents the
two-stage cascade model. The first Res-Net 101 is fed by sixteen protein families in this model. The
first ten families are considered one class, and the next six are considered the second. The method can
provide the difference between these two classes based on the network outcome. Fig. 5 describes the
obtained results for the first stage of the cascade deep learning system.

Figure 4: Two–stage deep learning model

As the confusion matrix in Fig. 5 shows, the true positive rate for the ten-class group is 99.4%,
and its corresponding precision is 99.7%. On the other hand, the recall for the six-class group is 99.6%,
its corresponding positive predictive value is 99.0%, and the miss-classification rate does not exceed
1%. The overall performance of the first stage is promising, with an accuracy of almost 100%. This
outcome may ensure that the outperforming classification advances to the next stage. Table 3 depicts
the performance of the first-classification stage.

Two parallel Res-Net101 networks were trained and tested in the next stage. The first is trained
using 70% for training and validation for the ten-class group as input and 30% for testing. The
other parallel network employs the six-class group as inputs, 70% of which is used for training and
validation and 30% as a testing set. Table 4 describes the results in more detail. The confusion matrix
in Fig. 6 explains the results obtained for the first ten families in the cascade deep learning model.
Utilizing the new cascade classifier increases the benefits of the deep cascade learning technique. This
parallel structure significantly improves the high performance of classifying each family among the
ten families.

The achieved performance is detailed in Table 4. As shown in Table 4 shown below, the sensitivity
and precision for all classes have improved significantly. The highest sensitivity approach appears in
class 4 with a recall value of 99.1%, which is much improved when we compare it with a single deep
learning stage—almost 32%. The same enhancement is in all other classes. The precision is the highest
in Family 4 as well. The lowest sensitivity is represented by family 3, and the lowest precision appears
in family 9. The accuracy for the first ten classes improved to 92.4%.
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Figure 5: Confusion matrix of the first stage in cascading deep learning approach

Table 3: : Results for the first stage of deep learning cascade systems

Class name Sensitivity Precision F1-score Accuracy

10 classes 99.40% 99.70% 0.9954977 99.50%

6 classes 99.60% 99% 0.9929909

Table 4: Results for the second stage of deep learning cascade systems

Class name Sensitivity Precision F1 score Accuracy

Family 01 95.60% 97.30% 0.9644251 92.40%
Family 02 94.70% 95.60% 0.9514787
Family 03 83.30% 91.30% 0.8711672
Family 04 99.10% 99.10% 0.991
Family 05 95.60% 90.80% 0.931382
Family 06 97.40% 94.90% 0.9613375

(Continued)
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Table 4: Continued
Class name Sensitivity Precision F1 score Accuracy

Family 07 86.60% 96.10% 0.9110301
Family 08 88.60% 97.10% 0.9265547
Family 09 91.20% 70.30% 0.7939765
Family 10 92.10% 99.10% 0.9547186

Figure 6: The confusion matrix of the second stage of the cascading deep learning approach for ten
classes

The other six protein families are sent to a second deep-learning model, and Fig. 7 shows the resultant
confusion matrix for these families. The result significantly assures that the proposed structure is highly
effective in classifying these classes providing a high classification rate. Fig. 7 shows the confusion
matrix of the six-group classification. The six families in the six-group class were put into groups
using a deep cascade learning method. Fig. 7 shows a confusion matrix. The results are shown in the
table that goes with it, Table 5.
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Figure 7: The confusion matrix of the six-group classification cascade deep learning model

Table 5: Results for the second stage of deep learning cascade systems for six classes

Class name Sensitivity Precision F1 score Accuracy

Family11 95.70% 94.10% 0.948933 91.80%

Family12 93.10% 92.30% 0.926983
Family13 94.00% 92.40% 0.931931
Family14 95.70% 97.40% 0.965425
Family15 81.90% 88.80% 0.852105
Family16 90.50% 86.10% 0.882452

In the cascading system, the highest sensitivity level is reached in Families 11 and 14. Their best
value is 95.7%. The same is true for Family 14, which has the highest precision value at 97.4%. The
overall accuracy for the second stage is 91.8%. The corresponding comparison between the single-stage
and two-stage approaches is clarified in Fig. 8, which explains the impact of the cascading approach
on distinguishing between various protein sequences.
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Figure 8: The comparison between single stage deep learning system and cascade deep learning system
for 16 protein families

Fig. 9 summarize the results of classifications for several algorithms. Comparing the findings of
the provided algorithms to those in [59–61] and their references demonstrates their significance and
reliability. Overall, the proposed strategy for classifying protein sequence families is effective. It is
implemented by translating the protein sequence into high-contrast colored pictures and using a pre-
training deep-learning algorithm to provide a more robust classification model. It is important to
note that alterations can be further utilized if the feature extraction procedure is further investigated
as described in [62–65] or by employing additional deep learning strategies that can be attained by
modifying the methods described in [66–71].

0% 10% 20% 30% 40% 50% 60% 70% 80% 90%

Multinomial Regression
K-Nearest Neighbors (KNN) [59]

Bi-Directional Long short-term memory (LSTM)
CNN [59]

Recurrent neural network (RNN)
LSTM

Gated recurrent units (GRU)
Deep neural network  (DNN)
Shallow-deep network (SDN)

Logistic regression
Naive Bayes

KNN [60]
Decision tree

Adaptive Boosting (Adaboost)
Random Forest

Support vector machine (SVM) linear kernel
SVM radial basis function (RBF) kernel

Chart Title

Recall Precision Accuracy

Figure 9: The accuracy, precision, and recall for various machine learning and deep learning algorithms
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In [68], a relatively straightforwardly structured CNN outperformed the other four sophisticated
models in predicting phosphate-deficient leaves (96% accuracy). At the same time, they showed that
Visual Geometry Group 16 layers (VGG16) performed better in detecting leaf blasts and an N deficit.
Similarly, ResNet50 might be selected as one of the five models for identifying potassium-deficient
leaves. Simultaneously, for the Hispa pest, VGG19 outperformed the InceptionV3 (is a convolutional
neural network architecture from the Inception family), ResNet50, and VGG16 models and the simple
CNN [68]. Because it deals with the complicated combination of pests, disease, and nutrient depriva-
tion, the study’s implications are very helpful to be considered in future analysis and classification.
In [69], they considered the classification challenge by designing practical calculating techniques
and developing well-performing tools to ease its complexity. The phage uniR-LGBM was proposed
in their study to classify phage virion proteins [69]. Their model utilizes the unified representation
(UniRep) as a feature and the LightGBM which is a gradient-boosting framework that uses tree-
based learning algorithms as the classification model. Further, they trained the model on the training
dataset and used the testing data to test the model with cross-validation. The Phage_UniR_LGBM
was compared with several state-of-the-art features and classification algorithms. The performances of
the Phage_UniR_LGBM are 88.51% in Sp, 89.89% in Sn, 89.18% in Acc, 0.7873 in MCC, and 0.8925
in the F1 score [69]. These results are below the achieved results in the proposed work. In [70], they
investigated the performances of seven classifiers, including support vector machine (SVM), random
forest (RF), Naive Bayesian (NB), gradient boosting decision tree (GBDT), logical regression (LR),
decision tree (DT), and K-Nearest Neighbor (KNN), for solving the binary classification problems
of gene regulatory network (GRN) inference with single-cell Ribonucleic acid-sequencing (RNA-
seq) data (Single_cell_GRN). In SVM, three kernel functions (linear, polynomial, and radial basis
functions) are utilized. Three real single-cell RNA-seq datasets from mice and humans are utilized.
In most cases, the experiment results show that supervised learning methods (SVM, RF, NB, GBDT,
LR, DT, and KNN) outperform unsupervised learning methods such as inference of gene regulatory
networks (GENIE3) in terms of area under the curve (AUC). SVM, RF, and KNN perform better
than the other four classifiers. In SVM, linear and polynomial kernels were better suited to model
single-cell RNA-seq data [70]. Such an approach may be considered in our future work to check for
the best possible model that can suit the classification accuracy of the tackled problem [71].

4 Conclusions and Future Work

This study came up with a new way to classify proteins that uses bispectral images and convo-
lutional neural networks to predict protein families. It has been shown that normalized encoding
numbers are distinctive representations of protein families. The subsequent steps of the proposed
classification model were based on the unique form in which the numbers for amino acids were shown.
The amino acid dataset was split into a trained dataset, a validation dataset, and a test dataset. The
bispectrum images of the 16 families are then fed into the two-stage, cascading ResNet-101 CNN
networks to find the matching family. Because there is no need for pre-processing, the bispectral
technique can even be used when there is data unpredictability and speckle variance. Similarly,
bispectral analysis can discriminate between these various structures by computing robust features
for texture classification because the formation of unique protein structures in clinical illnesses may
be represented as a nonlinear process. The performance of the proposed algorithm is measured using
standard metrics like precision, F1-score, and accuracy. The effectiveness of using multistage deep
learning models for discriminating between sixteen protein families after encoding them and then
representing each encoded sequence by a higher spectral representation (Bispectrum) was the focus of
this paper. The cascading approach reduced the number of false positive and false negative cases in all
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stages. That comes from the fact that the first stage focused only on two classes (six and ten groups).
The subsequent stages concentrated on the small number of classes almost correctly distinguished
in the first stage and reduced overlapping cases between families, as in single-stage deep learning
classification. The single-stage approach achieved 64.2% +/− 22.8% accuracy, 63.3% +/− 17.1%
precision, and 63.2% +/− 19.4% F1-score. After applying the two-stage approach, it obtained 92.2%
+/− 4.9% accuracy, 92.7% +/− 7.0% precision, and a 92.3% +/− 5.0% F1-score. As a result of this
work, a balanced, stable, and accurate prediction can be made for all families in all metrics. It did not
just give high-scoring values but also ensured that the new model could handle the differences between
the families. The paper shows that when a bispectrum-based nonlinear analysis is used with deep
learning models, the resulting feature sets perform better than traditional machine learning methods
and other deep learning methods based on convolutional architecture. This means that the inference
performance is better. Utilizing the proposed method allows for improved classification and more
accurate predictions. The findings show that bispectrum calculations successfully classify textures
using the deep learning method.

In the future, bispectrum and bicoherence texture classification could be used to improve how
well things are grouped. Also, the suggested method can be used with different data sequences, and
the normalization can be made better by increasing the size of the samples. Likewise, the proposed
vector’s bispectrum images demonstrate that its distribution has broad tails, indicating a potential
for improving the evaluation of different encodings. By making bicoherence changes to the proposed
vectors, the final vectors’ distribution may be more like the normal distribution. By looking at how
the pattern of prime numbers is similar to the number of codons in amino acids, researchers may come
up with a new way to show numbers for amino acids in the future. Also, it could include a framework
for combining multiple coding schemes to improve spectral variation, which can be done with higher-
order spectral analysis methods. If more representations are evaluated in the weighted scenario, like
ensemble learning, it might do even better in other protein functional groups.
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