
This work is licensed under a Creative Commons Attribution 4.0 International License,
which permits unrestricted use, distribution, and reproduction in any medium, provided
the original work is properly cited.

echT PressScience

DOI: 10.32604/cmc.2023.038268
Article

Dis-NDVW: Distributed Network Asset Detection and Vulnerability Warning
Platform

Leilei Li1, Yansong Wang2, Dongjie Zhu2,*, Xiaofang Li3, Haiwen Du4, Yixuan Lu2, Rongning Qu3 and
Russell Higgs5

1Artificial Intelligence Academy, Wuxi Vocational College of Science and Technology, Wuxi, 214068, China
2School of Computer Science and Technology, Harbin Institute of Technology, Weihai, 264209, China

3Department of Mathematics, Harbin Institute of Technology, Weihai, 264209, China
4School of Astronautics, Harbin Institute of Technology, Harbin, 150001, China

5School of Mathematics and Statistics, University College Dublin, Dublin, DO4 V1W8, Ireland
*Corresponding Author: Dongjie Zhu. Email: zhudongjie@hit.edu.cn

Received: 05 December 2022; Accepted: 14 April 2023; Published: 09 June 2023

Abstract: With the rapid development of Internet technology, the issues of
network asset detection and vulnerability warning have become hot topics
of concern in the industry. However, most existing detection tools operate
in a single-node mode and cannot parallelly process large-scale tasks, which
cannot meet the current needs of the industry. To address the above issues,
this paper proposes a distributed network asset detection and vulnerability
warning platform (Dis-NDVW) based on distributed systems and multiple
detection tools. Specifically, this paper proposes a distributed message sub-
scription and publication system based on Zookeeper and Kafka, which
endows Dis-NDVW with the ability to parallelly process large-scale tasks.
Meanwhile, Dis-NDVW combines the RangeAssignor, RoundRobinAssignor,
and StickyAssignor algorithms to achieve load balancing of task nodes in a
distributed detection cluster. In terms of a large-scale task processing strategy,
this paper proposes a task partitioning method based on First-In-First-Out
(FIFO) queue. This method realizes the parallel operation of task producers
and task consumers by dividing pending tasks into different queues according
to task types. To ensure the data reliability of the task cluster, Dis-NDVW
provides a redundant storage strategy for master-slave partition replicas. In
terms of distributed storage, Dis-NDVW utilizes a distributed elastic storage
service based on ElasticSearch to achieve distributed storage and efficient
retrieval of big data. Experimental verification shows that Dis-NDVW can
better meet the basic requirements of ultra-large-scale detection tasks.
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1 Introduction

With the rapid development of Internet technology, network security, as a prerequisite for
the smooth development of Internet-related businesses, has always been a hot research content in
computer-related fields [1–3]. For example, [1–3] discusses the hot issue of cybersecurity from three
perspectives: Industry 4.0, public awareness of cybersecurity, and ethical discussions on cybersecurity.
According to the data included in China’s National Information Security Vulnerability Database [4],
since 2014, the number of vulnerabilities discovered and included in the vulnerability database has been
increasing year by year, and the increasing trend is obvious. Among them, the number of vulnerabilities
included in the whole year of 2018 reached more than 20,000. Judging from the risk rating distribution
of vulnerabilities shown in Fig. 1, among the vulnerabilities currently included, more than half of
the vulnerabilities are moderately dangerous. High-risk vulnerabilities and ultra-risk vulnerabilities
account for 21.08% and 14.85%, respectively. The number of dangerous vulnerabilities accounted for
only 9.28%. According to the above data, it can be seen that the current network security problems are
very serious. These loopholes involve all aspects of the Internet world, seriously endanger a country’s
politics, economy, military, and national life, and are not conducive to the healthy development of
government or enterprise information construction [5,6].

14.85%
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54.79%

9.28%

Ultra-risk High-risk Medium-risk Low-risk

Figure 1: Vulnerability hazard level distribution map

A real-world entity (hereinafter referred to as an entity) associated with a network asset, such as
a company, government agency, scientific research institute, etc., possesses or uses various network
assets. In addition to regular network assets such as servers and routers, Internet of Things hardware
devices such as access control with facial recognition functions [7] are becoming more and more
common in the physical network asset list. The network assets of these entities are generally connected
to the Internet in a wireless or wired manner, and provide entities with a variety of network service
interfaces, including RESTful APIs [8], which brings multiple challenges to the security management
of entity website assets. RESTful API is a style of web service architecture based on the HTTP protocol
and standard HTTP methods (GET, POST, PUT, DELETE) to enable communication and interaction
between distributed systems [8]. When an application or product deployed by an entity on a certain
network device has certain security vulnerabilities, some criminals may use technical means to invade
the entity’s network asset control system. This will pose a serious threat to the data stored by the entity
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in the network assets or the system running on the network assets, and it may also cause immeasurable
economic losses to the entity [9,10].

In response to the above problems, many network security engineers have launched a variety of
network asset scanning and vulnerability detection tools. Among them, Nmap [11,12], Masscan [11],
Wappalyzer [13], Whatweb [14], zgrab2 [15,16], and other scanning and detection tools for a specific
problem are more typical, and there are more mature integrated scanning and detection tools such as
Goby [17] and Vxscan [18]. As a relatively advanced and mature integrated scanning and detection
tool in related fields, Goby has a relatively comprehensive scanning and detection function, which can
better meet the needs of the above scenarios. However, when encountering large-scale physical assets
that need to be scanned, scanning and detection tools such as Goby based on single-node scanning do
not have parallelized large-scale task scanning and detection capabilities, and cannot provide accurate
and effective scanning and detection results. Therefore, it is very necessary to build a network asset
management and vulnerability detection system based on distributed clusters.

In summary, this paper has absorbed the advantages of integrated scanning and detection tools
such as Goby, integrated the functions of existing scanning and detection tools such as Nmap [11,12],
Masscan [11], Whatweb [14], zgrab2 [15,16], etc., and proposed a set of network asset management
and vulnerability detection system based on the distributed cluster (Dis-NDVW). Specifically, it has
the following advantages:

1. Highly available distributed system architecture. Dis-NDVW integrates distributed systems
in task clusters and storage clusters. The availability and stability of the Dis-NDVW system
are improved through multi-node redundant connection and redundant backup, and the
parallelization level of Dis-NDVW processing tasks is also improved;

2. A tiered task subscription and publishing system supporting load balancing. This paper
proposes a three-tier task subscription and publishing system based on Kafka and Zookeeper.
The system implements a horizontal grouping of task clusters and a vertical hierarchy within
task groups. At the same time, Dis-NDVW integrates three different scheduling algorithms,
enabling Dis-NDVW to adaptively schedule pending tasks according to the load conditions of
the working nodes in the cluster;

3. Complete system functionality. Expand the warning function of vulnerability information
based on ensuring the integrity of the basic functions of the system. The system can scan and
detect various network asset information such as active Internet Protocol (IP), active ports,
port running applications, port flags, certificate information, website source code, vulnerability
information, etc., with complete functions;

2 Related Work

This chapter will introduce the related content of network asset management and vulnerability
detection tools from two aspects, namely: scanning detection tools for a specific problem and
integrated scanning detection tools.

2.1 Scanning and Detection Tools for A Specific Problem

In terms of TCP port scanning and detection, the Masscan tool, which was open-sourced by
Robert David Graham on GitHub in 2013, uses the form of asynchronously sending Synchronize
Sequence Numbers (SYN) packets, which can scan and detect active IP and active ports for a given
IP segment very efficiently. It is not possible to perform detailed scanning and detection of services
running on the port [11]. Developed and maintained by http://nmap.org with Paulino Calderon,

http://nmap.org
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Gordon Fyodor Lyon, and Yang Luo as key members, the network scanning and sniffing toolkit
Nmap (Network Mapper) is known for its accurate and detailed scanning results [11]. From the
first launch of Nmap in September 1997 to the release of Nmap 7.92 on August 7, 2021, Nmap has
become a mature scanning and detection tool after nearly two decades of development [12]. Nmap has
excellent functions such as obtaining port services and versions, inferring the target host operating
system, User Datagram Protocol/Transmission Control Protocol (UDP/TCP) port scanning, port
script information discovery, ping scanning, etc., but the scanning efficiency is low and the scanning
detection speed is slow [12,19]. Combining the above two detection tools can achieve good results in
port scanning and detection: Masscan has high scanning efficiency but scans and detection results are
not detailed, and Nmap has comprehensive scan results but low scanning efficiency.

In terms of Web site scanning and detection, WhatWeb [14,20], as an open-source website
fingerprint identification software, can identify and analyze content management systems (CMS),
blog platforms, statistics/analysis packages, JavaScript libraries, web servers, embedded devices. This
tool can help us accurately identify and obtain the web technologies used by a given website. Zgrab2
is an application-layer network scanner written in the Go language. It can output detailed records
of network handshakes (for example, all messages exchanged in Transport Layer Security (TLS)
handshakes) for offline analysis [15,16]. Using zgrab2 can help us get some detailed information
about the website’s certificate and encryption algorithm. Although the above-mentioned scanning and
detection tools can solve a certain aspect of scanning and detection requirements, they do not meet
the needs of using distributed and multi-nodes to deal with large-scale scanning and detection tasks.

2.2 Integrated Scan Detection Tool

The integrated scanning and detection tool, represented by Goby proposed by Zwell et al. [17],
has relatively comprehensive functional coverage, capable of scanning and detecting active IP, active
ports, port services, application versions, etc., and has functions such as port service screenshots,
vulnerability detection, and risk assessment. In terms of vulnerability detection, Goby has built a
vulnerability framework based on the network security vulnerability community, which can filter the
most valuable vulnerabilities from Common Vulnerabilities & Exposures (CVE) and other channels
for daily updates. The coverage of vulnerabilities includes the most serious vulnerabilities such as
Weblogic and Tomcat. Although Goby can meet most of the scanning and detection requirements
and management function requirements, it still exists as a single-node scanning and detection client
and cannot scale horizontally and vertically. Vxscan [18] is a comprehensive scanning detection tool
based on the Python programming language. It already has the main scanning detection functions
such as port scanning, website Web Application Firewall (WAF) fingerprinting, and Structured Query
Language (SQL) injection. However, it still does not support multi-node expansion to meet the needs
of large-scale scanning probes.

In order to meet the needs of large-scale scanning and detection, some scholars have also
introduced distributed technology into the scanning and detection of network assets. Hua et al. [21]
designed a distributed vulnerability detection system based on Client/Server (C/S) architecture, but
only used multi-threading technology to deal with large-scale scanning and detection tasks. This will
not be able to achieve better performance under stress tests. Hu [9] designed a relatively complete
distributed vulnerability detection system, which has good functionality and ease of use, but the
event-driven task scheduling mode based on the Twisted framework cannot meet the needs of large
batches. Tian et al. [22] applied machine learning technology to distributed vulnerability scanning
and detection, but the short-term message throughput of RabbitMQ, which Tian et al. chose as the
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intermediary for task message transmission, was lower than that of Kafka, which this paper chose.
Therefore, it is slightly inferior when dealing with ultra-large-scale tasks.

The above-mentioned scanning and detection systems/tools have relatively complete scanning and
detection functions, and in order to cope with various problems, they also try to introduce distributed
technology to improve the system’s parallel processing capability for scanning and probing tasks, but
they cannot quickly give accurate and effective scanning and probing results for high-volume tasks.
Therefore, it is very necessary to build a network asset management and vulnerability detection system
based on distributed clusters.

3 Dis-NDVW: Distributed Network Asset Detection and Vulnerability Warning Platform

This chapter will explain in detail the design of the network asset management and vulnerability
detection system based on distributed clusters this paper proposed. First, this chapter will give a
general introduction to the architecture of the entire system, and then introduce the design of each
functional module in the system in detail. Finally, the scheduling algorithm used in the Dis-NDVW
system is described.

3.1 System Overall Architecture Design

As shown in Fig. 2, the Dis-NDVW system adopts the Browser/Server (B/S) architecture and
provides system services to users in the form of web pages constructed by the Vue framework. The Web
Server written in Python language acts as the server to act as the system service interface provider and
publish task information. The three roles of the searcher and the searcher of the result information.
At the same time, the Dis-NDVW system uses a message subscription and publishing system based on
Zookeeper [23] and Kafka [24] to implement the distributed task publishing and consumption process
of the system. Kafka is a high-throughput, low-latency, distributed publish-subscribe messaging
system that can be used to handle large-scale, real-time data streams [24]. Zookeeper is an open-
source distributed orchestration service that provides efficient configuration management, naming
services, state synchronization, and distributed locking for distributed applications [23]. Kafka uses
Zookeeper as its distributed orchestration service to manage cluster metadata, coordinate topic
partition allocation and monitor the health of the Kafka cluster [24]. In terms of distributed storage,
the Dis-NDVW system uses distributed elastic storage services based on ElasticSearch [25] to realize
distributed storage and efficient retrieval of big data. The overall workflow of the Dis-NDVW system
can be roughly summarized as the following steps:

Step 1: The user publishes scanning and detection tasks through the Web page;

Step 2: The web page transmits the scanning and detection task information filled in by the user to
the Web Server. After receiving the information, the Web Server records it in the Database, and at the
same time sends the instruction information of the publishing task to the Kafka message publishing
system;

Step 3: According to the allocation of the scheduling algorithm, the task information released by
the Kafka Producer will be allocated to a Consumer Group in the Kafka Consumer Group Cluster
for processing (Chapter 3.2);

Step 4: Consumers of different task types in the Consumer Group will write the scan detection
results into the ElasticSearch Cluster after completing the tasks according to the set index rules
(Chapter 3.3);
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Step 5: The web server can report the completion of tasks to users through the Web based on the
records in the Database. When the user needs to query the results of the task, the Web Server queries
and scans the detection results from the ElasticSearch Cluster and returns it to the Web for a display
to the user;

Figure 2: Dis-NDVW system overall architecture diagram

3.2 Distributed Message Subscription and Publishing

This section will give a detailed introduction to the Zookeeper & Kafka-based distributed message
subscription and publishing system in the Dis-NDVW system, including overall architecture design,
task flow design for IP scanning, and task flow design for domain scanning.

3.2.1 Architecture Design of Distributed Message Subscription and Publishing System

As shown in Fig. 3, the entire distributed message subscription and publishing system is roughly
divided into three layers: Kafka Producer Group, Task Group Consumer, and Task Group. This
paper proposes a three-tier task subscription and publishing system based on Kafka and Zookeeper
(as shown in Fig. 3). The system implements the horizontal grouping of task clusters while layering
them vertically within task groups. The strategy of horizontal grouping ensures that Dis-NDVW is
parallelized at the task level. Specifically, different horizontal task groups can handle various large scan
detection tasks simultaneously. On the other hand, the vertical hierarchical strategy within task groups
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ensures that Dis-NDVW can maximize parallelism between sub-tasks when executing individual scan
detection tasks. The tasks undertaken by each layer of the system are described in detail at the end of
this sub-section.

Figure 3: Distributed message subscription and publishing system architecture design diagram

The Kafka Producer Group at the top is an important middle layer that connects the Web Server
and the distributed cluster. There are several Kafka Producers in the Kafka Producer Group, and each
Kafka Producer is directly connected to the upper Web Server. This redundant connection method
ensures the reliability and stability of the communication between the Web Server and the distributed
cluster.

The Task Group Consumer group located between the Kafka Producer Group and Task Group
is the top consumer of the entire Kafka consumer group. There are several consumer instances in the
Task Group Consumer, and the number is the same as the number of Groups in the lower-level Task
Group. When the Task Group 1 Consumer in the Task Group Consumer receives the assigned task
information from the upper Kafka Producer, it immediately releases the task information to the lower
Task Group under its jurisdiction, namely Task Group 1, to perform specific scanning and detection
tasks.
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It is important to note that any consumer in the Task Group Consumer group can publish
two topic tasks. When consumers in the Task Group Consumer group receive the task information
allocated from the upper Kafka Producer, they will parse the task information content. After the
task type (IP Task/Domain Task) is judged, two tasks of different topic types, task_ip_g1, and
task_domain_g1, will be released respectively.

The Task Group at the bottom is a collection of Kafka Consumers responsible for completing
specific tasks. There are nine different types of small consumer groups in the collection, which are
responsible for completing nine different types of scanning and detection tasks such as Masscan,
Nslookup, Whois, and Whatweb. The number of consumer instances in each small consumer group is
at least 1, the number of small consumer groups contained in each task group is 9, and the number of
task groups contained in the Dis-NDVW system is at least 1. The specific task flow design in the Task
Group will be introduced in detail below.

3.2.2 Task Flow Design for IP Scanning

The task flow design for IP scanning is shown in Fig. 4. After receiving the task information of
the task_ip_g1 topic type, the Masscan Consumer/Producer Group in the Task Group first performs
a Masscan scan to obtain the active IP status and active port status in a given IP (segment). When the
consumer instances in the Masscan Consumer/Producer Group complete the Masscan scan, they will
be converted to Kafka Producer, and they want to publish task messages of the subTask_ip_g1 topic
type to the lower-level tasks.

The lower-level Nmap Consumer Group, Zgrab2 Consumer Group, Screenshot Consumer Group,
and Code Consumer Group all subscribe to the subTask_ip_g1 topic and perform four different
scanning and detection tasks in parallel after receiving the task message of the subTask_ip_g1 topic
type issued by the Masscan Consumer/Producer Group. Among them, Nmap Consumer Group is
responsible for Nmap scanning tasks, using the active IP and active port information scanned by
Masscan to perform detailed port information detection and operating system inference; Zgrab2
Consumer Group uses the active IP information scanned by Masscan to obtain certificates and
encryption algorithms; Screenshot Consumer Group is responsible for the acquisition of website
screenshots, adopts the strategy of traversal attempts on the active IP and active ports scanned by
Masscan, and tries to obtain screenshots for each active port of each active IP; Code Consumer Group
is responsible for the acquisition of website source code. Like the Screenshot Consumer Group, the
consumer instances in the Code Consumer Group also use the strategy of traversal attempts when
acquiring the source code of the webpage, and trying to obtain the source code of the webpage for
each active port of each active IP.

After each of the above consumer instances completes the scan detection, in addition to writing
the scan detection result to ElasticSearch, it also needs to update the task progress record information
in the Database.

3.2.3 Task Flow Design for Domain Scanning

The task flow design of the domain-oriented scanning task is shown in Fig. 5. First, the four small
consumer groups responsible for domain name scanning tasks in the Task Group will perform four
tasks: Nslookup query, Whois information query, Whatweb information query, and WAF information
query after receiving task information of task_domain_g1 topic type. Among them, the IP information
related to the target domain name can be obtained through the Nslookup query, so that the next five
scanning and detection tasks can be performed. Whatweb information query helps us to obtain the
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service and version used by the target domain name website, and the WAF information query helps
us to obtain the firewall information of the target domain name website. It is important to note that
the above four tasks are completely parallelized.

When the Nslookup scan detection task is completed, the consumer instance in the Nslookup
Consumer/Producer Group will be converted to Kafka Producer, and the task_ip_g1 topic task
information will be released to the Masscan Group. The remaining task flow design is consistent with
the task flow design for IP scanning, and will not be repeated here.

In summary, the task flow of domain-oriented scanning tasks is divided into three major
steps: “parallel-serial-parallel”: First, the four unique scanning and detection tasks of domain name
scanning and detection are carried out in parallel; Secondly, perform Masscan scanning and detection
tasks serially; The last four tasks related to IP scan detection, Nmap, Zgrab2, Screenshot, and Code,
were performed in parallel. This task flow design achieves task parallelization to the greatest extent
while conforming to the task flow logic, and achieves the goal of distributed parallelization for large-
scale tasks.

Figure 4: Task flow design for IP scanning
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Figure 5: Task flow design for domain scanning

3.3 Distributed Elastic Access to Massive Data

As shown in Fig. 6, for the massive data generated by Dis-NDVW scanning and detection, this
paper designs and proposes a distributed elastic access model for massive data. There is at least one
node in the model, the specific number of nodes can be customized according to the actual number of
servers, and nodes can be dynamically added according to the actual situation.

Figure 6: Distributed elastic access model for massive data

There are three different types of nodes in the cluster: client nodes, master nodes (Node 02
in Fig. 6), and data nodes. Among them, the client node mainly acts as a load balancer, and can
only handle routing requests, processing searches, distributing index operations, etc.; The main
responsibilities of the master node are content related to cluster operations, such as creating or deleting
indexes, tracking and collecting the status of each node in the cluster, and the allocation of shards;
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The main function of the data node is storage, and the storage of all document data in the cluster is
completed by the data node.

In order to ensure the efficiency and availability of the distributed cluster, the index created by the
user in the cluster will have multiple replica shards in addition to the primary shard. When the data in
the primary shard is damaged or lost, it can be recovered from the replica shards. At the same time,
the existence of the replica shards provides conditions for load balancing of cluster query operations.

3.4 Distributed Cluster Scheduling Algorithm Design

As shown in Fig. 7, this section outlines the design and algorithm definition of a distributed
cluster scheduling algorithm for large-scale network asset scanning and detection tasks, including
topics and partitions, task message writing and consumption, and cluster message reliability guarantee.
Dis-NDVW combines the RangeAssignor, RoundRobinAssignor, and StickyAssignor algorithms to
achieve load balancing of task nodes in a distributed detection cluster. The three different scheduling
algorithms can adaptively schedule pending tasks according to the load situation of the working
nodes in the cluster. Specifically, the RangeAssignor and RoundRobinAssignor algorithms solve
the problem of allocating task information partitions for different topics in different situations:
The former treats the different topics as separate message queues from each other, while the latter
unifies all the partitions under all the different topics for sorting before allocating and scheduling
partitions and consumer instances. The StickyAssignor algorithm is characterized by a partition
reallocation policy when the number of instances in a group of consumers subscribed to a topic
changes. Specifically, when the number of consumer instances in a group of consumers subscribed to
a topic changes, the StickyAssignor algorithm minimizes the difference from the previous allocation
while first satisfying a balanced partition allocation between different topics as far as possible. As a
result, the algorithm reduces unnecessary resource consumption caused by reallocation and is more
conducive to maintaining the stability of the cluster.

Figure 7: Schematic diagram of the distributed cluster scheduling algorithm
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3.4.1 Topics and Partitions

In order to ensure that different task information is not confused and missed, this paper defines
the message persistent queue between the message producer and the consumer as a task topic model.
Specifically, for a certain message type/message format, there is a certain information persistent queue
corresponding to it, which is called a topic (Topic). There are a certain number of topic partitions
(Partition) under each topic, and these topic partitions theoretically span all physical nodes of the
entire distributed message cluster (as shown in Broker Cluster in Fig. 7). As shown in the rectangles
of different colors in the dotted frame of Broker Cluster in Fig. 7, the rectangles of the same color
represent the master-slave copies of the same topic partition. Rectangular boxes of different colors
represent three different topic partitions (Partition 0/1/2) under Topic A, and these partitions are evenly
distributed among all nodes of the entire consumer cluster.

3.4.2 Task Message Writing and Consumption

As shown in Fig. 7, the pull mode in the message subscription and release mode is adopted in the
distributed cluster scheduling algorithm adopted in this paper. After the producer writes a pending
message to the topic it subscribes to, the consumers in the consumer cluster subscribing to the topic
will consume messages from the corresponding leader partitions according to the “First-In-First-Out
(FIFO)” strategy. It should be noted that since the partitions under the same topic are located on
different physical nodes, the order of message consumption in the entire cluster cannot be guaranteed,
but the order of message processing within the same partition can be guaranteed to comply with the
“FIFO” strategy.

In addition, as shown in the dotted line of consumer group consumption on the right side of
Fig. 7, in order to avoid repeated consumption of consumer data, the algorithm definition does not
allow two consumers in the same consumer cluster to be responsible for processing messages in the
same topic partition but allows the same consumer to be responsible for processing messages in two
different topic partitions.

3.4.3 Cluster Message Reliability Guarantee

In order to ensure the reliability and stability of the task data stored in each node in the distributed
cluster, a distributed cluster scheduling algorithm for large-scale network asset scanning and detection
tasks is given a master-slave partition copy redundancy storage strategy. As shown in Fig. 7, there
are master-slave copies of topic partitions represented by blocks of the same color in different
Broker nodes. For example, Topic A Partition0 leader/follower are located in Broker1 and Broker3
respectively. It is only necessary to maintain the consistency of the stored data between the master and
slave topic partitions. All data read and write operations will only interact with the leader copy in the
master and slave partition copies (including asynchronous write and asynchronous read operations).
The slave topic partition copy only needs to perform data interaction with the master topic partition
copy to ensure the data consistency of the copy (as shown by the dotted red double-headed arrow in
Fig. 7).

4 Experiments

This chapter will explain in detail the deployment and testing of Dis-NDVW.
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4.1 Experimental Environment

In order to test the ability of Dis-NDVW to deal with mass scanning and detection tasks, a cluster
of five server nodes was built in this paper. The specific parameters are shown in Table 1.

Table 1: Machine configuration information in the experiment

Server CPU Memory Disk OS Application

01 4 Intel Xeon Processor
(Cascadelake) @2.9 GHz

8 GB 40 GB Ubuntu 20.04 LTS ES-Master,
Kafka-Broker,
Task Group 1

02 4 Intel Xeon Processor
(Cascadelake) @2.9 GHz

8 GB 40 GB Ubuntu 20.04 LTS ES-Data,
Kafka-Broker,
Task Group 2

03 4 Intel Xeon Processor
(Cascadelake) @2.9 GHz

8 GB 40 GB Ubuntu 20.04 LTS ES-Data,
Kafka-Broker,
Task Group 3

04 4 Intel Xeon Processor
(Cascadelake) @2.9 GHz

8 GB 40 GB Ubuntu 20.04 LTS ES-Data,
Kafka-Broker,
Task Group 4

05 4 Intel Xeon Processor
(Cascadelake) @2.9 GHz

8 GB 40 GB Ubuntu 20.04 LTS ES-Data,
Kafka-Broker,
Task Group 5

Among them, the real-time monitoring data of the distributed mass data elastic access module
can be viewed through the Kibana visualization platform, as shown in Fig. 8.

Figure 8: Distributed massive data elastic access module real-time monitoring data
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4.2 Dis-NDVW Basic Function Experiment
4.2.1 Dis-NDVW Basic Data Acquisition

In this paper, “www.baidu.com, www.csdn.net, www.cnblogs.com, www.bilibili.com, mp.weixin.
qq.com” was used as a test case for the domain scan detection task, and the overall result shown in
Fig. 9 was obtained after the task was completed. As shown in Fig. 9, Dis-NDVW obtained a total of
25 active IP data, 46 active port data, and 38 different application product information in this task.

Figure 9: Summary of Dis-NDVW scan results

For a specific IP, Dis-NDVW can obtain various information as shown in Figs. 10 and 11,
including open active ports and services, Whatweb, Whois information, web page source code, and
web page screenshots. This is very necessary for sorting out network assets.

Figure 10: Dis-NDVW scan detection results-basic information

www.baidu.com
www.csdn.net
www.cnblogs.com
www.bilibili.com
mp.weixin.qq.com
mp.weixin.qq.com
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Figure 11: Dis-NDVW scan detection results-webpage source code information

4.2.2 Dis-NDVW Vulnerability Information Detection

As shown in Fig. 12, Dis-NDVW conducts possible vulnerability information query and retrieval
based on the basic information obtained in Section 4.2.1 and displays the queried vulnerability
information to users in the form of web pages. Specifically, Dis-NDVW uses the name of the product
being run on the port and its version number obtained earlier as query keywords to query the relevant
detailed vulnerability information from the National Vulnerability Database (NVD) interface1. The
NVD interface is a free interface for querying vulnerability information provided by National Institute
of Standards and Technology (NIST). The NVD supports querying by vulnerability-related software
and its version number as keywords, and the query results will be returned in descending order of when
the vulnerability was reported. We have taken the latest 5 relevant vulnerability messages to display on
the Dis-NDVW page. Users can click on the CVE hyperlink to obtain detailed information about the
vulnerability, such as the solution, the affected software version, and so on.

Figure 12: Dis-NDVW scan detection results-vulnerability information detection

1 https://nvd.nist.gov/vuln/data-feeds

https://nvd.nist.gov/vuln/data-feeds
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4.3 Large-Scale Scanning Task Experiment

As shown in Fig. 13, the IP segment “122.10.161.0/24” was used as an example to test Dis-
NDVW’s ability to cope with the large-scale scanning tasks. Using “122.10.161.0/24” as an exper-
imental sample does not seem to meet the experimental requirements for ultra-large-scale network
asset probing. However, according to our survey, a scan detection task equivalent to the size of an IP
segment can meet the practical application requirements of network asset detection and management
at this stage. Therefore, sample “122.10.161.0/24”, which is closest to the actual application scenario,
is used as the test case in this paper. Based on the results shown in Fig. 13, Dis-NDVW was able to
complete the given scanning task relatively quickly, obtaining a total of 192 active IPs, 268 active ports,
and 200 application products running on each port. The same experimental use case was scanned using
Goby [17] and the results are shown in Fig. 14. Comparing with Fig. 13, Dis-NDVW captured more
active IPs and active ports, and the scanning time was the same and the coverage of the scanning results
was the same.

Figure 13: Dis-NDVW large-scale scanning task experiment result

Figure 14: Goby large-scale scanning task experiment result
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4.4 Comparison of Dis-NDVW Scan Results
4.4.1 Compare with Goby

Based on the same task instance “39.156.66.18”, this section compares and analyzes the results
obtained by Dis-NDVW (as shown in Figs. 10–12) and those obtained by Goby [17] (as shown in
Fig. 15). The purpose is to examine the breadth of the content covered by the scanning results of
Dis-NDVW compared with the current mature integrated scanning platform Goby.

Figure 15: Example of Goby scan results

By comparing the above two scan results, we can conclude the following. (1) Dis-NDVW’s scan
results completely override Goby’s scan results and are extended in terms of web page source code,
vulnerability warning alerts, and IP address location acquisition. (2) Compared to Goby’s client-side
model, Dis-NDVW’s B/S system architecture has better ease of use. Users can log in to Dis-NDVW
via a browser to post scan detection tasks and view scan detection results from anywhere, anytime, on
different devices without the need to install any additional applications.

4.4.2 Compare with Nmap and Masscan

This section tests the coverage of Dis-NDVW on Nmap scanning results, and the experimental
results are shown in Figs. 16 and 17. In order to ensure the fairness of the experiment, for the same
experimental instance “39.156.66.18”, this paper sets the scanning parameters of Dis-NDVW and
Nmap to “-v -sV -T4 -O -sC” in the same system environment for the experiment. According to the
experimental results shown in Figs. 16 and 17, it can be considered that: Dis-NDVW completely covers
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the main content of Nmap scanning results, realizes the correct and complete function integration of
Nmap, and has higher readability.

Figure 16: Nmap scan results for “39.156.66.18”

Figure 17: Dis-NDVW scan results for “39.156.66.18”

In order to test the integrity of Dis-NDVW’s integration of Masscan functions, this paper
compares the results of Dis-NDVW basic information scans (as shown in Fig. 10) with the results
of Masscan scans (as shown in Fig. 18). According to the test results, it can be concluded that Dis-
NDVW fully integrates the functions of Masscan, and users can use Masscan to detect the active IP
and active port of IP (segment) in Dis-NDVW.
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Figure 18: Masscan scan results for “39.156.66.18”

As shown in Figs. 19 and 20, we use “www.baidu.com” as a test case to test the detection
capabilities of Dis-NDVW and wafw00f tools on firewalls. According to the test results, the Dis-
NDVW is fully integrated with the wafw00f tool and the firewall test results are displayed in full
on the system page. This comparison test confirms the capabilities of the Dis-NDVW in terms of
firewall detection. This comparison test confirms the capabilities of the Dis-NDVW in terms of firewall
detection.

Figure 19: wafw00f scan results for “www.baidu.com”

Figure 20: Dis-NDVW’s firewall probe results for “www.baidu.com”

5 Conclusion

The Dis-NDVW system this paper proposed aims at the needs of users for large-scale network
asset management in practical applications. From the perspective of security guarantee for vulnerabil-
ity detection, it better solves the problem that conventional network asset scanning and detection tools
are difficult to complete large-scale tasks. The Dis-NDVW system combines the distributed message
publishing and subscription system based on Zookeeper & Kafka and the distributed storage and
high-performance retrieval system of mass data based on ElasticSearch to realize a complete set of
distributed network asset management and vulnerability detection platforms. Specifically, the Dis-
NDVW system has the following advantages:

www.baidu.com
www.baidu.com
www.baidu.com
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1. Computing resource isolation. Computing resources between groups are isolated, that is,
consumers are not shared between groups, and each Task Group can independently complete
a complete task process, which improves fault tolerance;

2. Custom deployment. Users can customize the deployment of consumer groups on the server
according to the actual performance of the server and scanning and detection requirements;

3. Efficiently respond to large-scale tasks. Dis-NDVW can scientifically segment the ultra-large-
scale scanning and detection tasks and assign them to all available Task Groups for execution;

4. Distributed and highly available. Dis-NDVW adopts a distributed architecture design, which
can be flexibly deployed on any number of servers to ensure the availability of the system;

In Section 4.2 of this paper, we tested the performance of Dis-NDVW for large-scale scan detection
tasks using the closest sample to a real-world application scenario, “122.10.161.0/24”, as a test case.
Further in-depth testing of Dis-NDVW’s performance for large-scale scan detection tasks will be
conducted using larger test samples in future work.
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