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Abstract: The demand for cybersecurity is rising recently due to the rapid
improvement of network technologies. As a primary defense mechanism, an
intrusion detection system (IDS) was anticipated to adapt and secure com-
puting infrastructures from the constantly evolving, sophisticated threat land-
scape. Recently, various deep learning methods have been put forth; however,
these methods struggle to recognize all forms of assaults, especially infrequent
attacks, because of network traffic imbalances and a shortage of aberrant
traffic samples for model training. This work introduces deep learning (DL)
based Attention based Nested U-Net (ANU-Net) for intrusion detection to
address these issues and enhance detection performance. For this IDS model,
the first data preprocessing is carried out in three stages: duplication elimi-
nation, label transformation, and data normalization. Then the features are
extracted and selected based on the Improved Flower Pollination Algorithm
(IFPA). The Improved Monarchy Butterfly Optimization Algorithm (IMBO),
a new metaheuristic, is used to modify the hyper-parameters in ANU-Net,
effectively increasing the learning rate for spatial-temporal information and
resolving the imbalance problem. Through the use of parallel programming,
the MapReduce architecture reduces computation complexity while signifi-
cantly accelerating processing. Three publicly available data sets were used to
evaluate and test the approach. The investigational outcomes suggest that the
proposed technique can more efficiently boost the performances of IDS under
the scenario of unbalanced data. The proposed method achieves above 98%
accuracy and classifies various attacks significantly well compared to other
classifiers.
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1 Introduction

Modern communication protocols and information technology developments have resulted in a
dramatic rise in network traffic data [1]. Due to the fact practically all computers today are Online-
connected, internet apps use numerous networks to provide services like surfing, email, social media,
etc. [2–4]. The system and consumers have significantly benefited from the dependence. But it has also
left a security gap that presents potential dangerous cyber threats, including network assaults. Network
incursions are hostile and damaging computer network operations that involve unwelcome network
traffic [5].

A security technique called network intrusion detection was recently developed to constantly
monitor, thwart, and fight against system breaches [6]. In particular, it alludes to gathering details
from different nodes of a computer network or system and evaluating them to ascertain whether an
attack or security policy breach has occurred in the network system [7]. Since 1980, there has extensive
research in intrusion detection technology, and it is currently a crucial component of the architecture
for network security [8–10].

Deep learning techniques have been popular in recent years and are often utilized in domains like
image recognition and natural language processing. These methods have also been successful in the
area of IDS by integrating low-level data to produce a higher-level representation that is more abstract
and non-linear, followed by mining the input-output correlations among the data [11–13]. Deep Belief
Network (DBN), Recurrent Neural Network (RNN), and Convolutional Neural Network (CNN) are
the most often utilized neural networks in the field of IDS [14]. Recent research and methods, including
ANN and evolutionary algorithms, have drawn significant Attention in the quest for a solution to
address intrusion detection difficulties [15,16].

One of the most popular strategies is the artificial neural network (ANN), which has effectively
resolved various challenging practical challenges [17,18]. An appealing technique for intrusion detec-
tion is provided by ANNs. ANNs stand out from the rest of the conventional methodologies due
to their learning capability. Many ANN-based IDSs are still under development as of right now.
However, mapping the generalization between the data input and output is still a challenging phase in
the learning process [19].

The most significant issue with the general architecture of ANNs, which includes determining
the ideal weight setting during training, is an optimization issue. Particularly for non-linear issues
or complicated function approximation issues, the training procedure is prone to get trapped in local
minima [20]. The search for a globally optimal solution may thus fail due to ANN training techniques.
Additionally, the training algorithm’s convergence speed needs to be faster for constructing behavior.

This study created a new classification-based intrusion detection system using deep learning
techniques. Because the Network Security Laboratory—Knowledge Discovery in Databases (NSL-
KDD), CIC-IDS2017, and CSE-CIC-IDS2018 datasets are imbalanced, they were integrated with the
improved ANU-Net strategy and map reduction. Because speed is critical in identifying attacks, the
map reduction environment was chosen. Associated research was conducted using the clustering mech-
anism. The Improved Monarchy Butterfly Optimization Algorithm (IMBO), a new metaheuristic, is
used to modify the hyper-parameters in ANU-Net, effectively increasing the learning rate for spatial-
temporal information and resolving the imbalance problem. Through the use of parallel program-
ming, the MapReduce architecture reduces computation complexity while significantly accelerating
processing. Furthermore, the suggested method was run on the datasets for multi-categorization, and
the outcome was confirmed. The presented method’s categorization performance on the dataset was
evaluated utilizing the evaluation parameters Accuracy, F-Measure, Precision, and Recall.
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This research paper is organized as follows: Study related to this in Section 2. Section 3 explains the
suggested method’s description and its implementations. Section 4 illustrates performance results and
comparative studies. The conclusions of this study and potential guidelines for the future are provided
in Section 5.

1.1 Novel Contribution

The main key contributions of this paper are as follows,

• The IFPA approach was utilized to reduce dimensions that speed up the deep learning
approach’s processing. Similarly, it first chooses the best attributes. The IFPA technique is used
for this assignment because it effectively solves the NP-complete feature selection issue with a
slow convergence rate.

• Attention-based Nested U-Net (ANU-Net) is used to classify an effective IDS model optimized
by the monarchy butterfly optimization algorithm (MBOA).

• The hyperparameter in ANU-Net is optimized by MBOA, increasing the learning rate for
features and effectively solving the class imbalance problem.

• Through the use of parallel programming, the MapReduce architecture reduces computation
complexity while significantly accelerating processing.

• The proposed method was compared to various machine learning and deep learning methods.
The results demonstrated that the proposed method outperformed the existing methods.

2 Related Works

The field of study on NIDS is quite diverse. Convolutional neural network (CNN), Recurrent
Neural network (RNN), machine learning (ML), and hybrid models are examples of existing models
utilized in the area of IDS. In the realm of IDS, researchers have employed a range of various strategies
to tackle the issues of low detection accuracy and difficulties in recognizing some classes of instances.
Some existing related works are discussed below.

Oliveira et al. [21] presented a hybrid method and computed the effectiveness of a Random Forest
(RF) an Multilayer Perceptron (MLP) and an Long Short Term Memory (LSTM) for cyber-attack
detection and classification. LSTM processed the CIDDS-001 dataset. The report didn’t mention any
research on the relationship between the size of the flow window and the metrics used to assess the
model. The fact that the Class label was chosen as the target value and that data from the External
Server was used to emphasize. The results of the experiment indicate that tackling anomaly detection
sequentially is preferable. For finding sequential patterns in network traffic data, the LSTM is the
reliable approach.

To achieve a high detection rate (DR) with a low false positive rate (FPR), Mazini et al. [22]
presented a novel, trustworthy hybrid technique for an anomaly network-based IDS (A-NIDS)
employing artificial bee colony (ABC) and AdaBoost algorithms. AdaBoost and the ABC method
are used to analyze and categorize the features. It has consistently displayed improved performance
in many scenarios, including attacks. Comparing this procedure to legendary ones, accuracy and
detection rate increased.

Khan [23] introduced hybrid Convolutional Recurrent Neural Network (HCRNN) for NIDS.
A CRNN was used to build a DL-based hybrid ID framework that anticipates and categorizes
hostile cyber-attacks in the network. In the HCRNNIDS, the RNN captures temporal information
and the CNN performs convolution to better the effectiveness and prediction of the ID system.
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The simulation outcome shows that the suggested HCRNNIDS significantly exceeds existing ID
approaches, achieving a high rate of malicious attack detection.

Zhang et al. [24] suggested CNN for NIDS. After that, they created the flow-based ids model,
which combines unbalanced data processing with a convolutional neural network, and examined
how the number of convolution kernels and learning rate affected the algorithm’s effectiveness. The
suggested strategy performs better when compared to current methods.

A novel intrusion detection system was described by Jaber et al. [25] that integrates the fuzzy
c-means clustering (FCM) method with support vector machine (SVM) to enhance the detecting
system’s accuracy in cloud computing. By using this method, an IDS is built inside the monitored
layer of the virtual machine (VM). SVM and FCM clustering are used in a hybrid process to produce
the hypervisor inspector. The FCM-performance SVM’s findings demonstrate that it outperforms the
currently used techniques.

Tama et al. [26] describe an improved intrusion detection system based on two-level classifier
ensembles and hybrid feature selection. A hybrid feature selection strategy decreases the number of
features in trained data by integrating particle swarm optimization (PSO), ant colony algorithm (AC),
and genetic algorithm (GA). Features are selected based on how well a reduced error pruning tree
(REPT) classifier categorizes the data. A two-level classifier ensemble based on two Meta learners’
rotation forests and bagging were then developed. Better outcomes are obtained with the current
methodology.

Alamiedy et al. [27] introduced an improved anomaly-based IDS model based on the multi-
objective grey wolf optimisation (GWO) algorithm. The dataset’s most essential characteristics that
promote high classification accuracy were isolated using the GWO technique as a feature selection
mechanism. It was also determined to what degree attributes were accurate in properly forecasting
attacks by utilizing support vector machines. The proposed approach outperforms other current
methods in comparison, which is essential. Table 1 represents the summary of related work.

Table 1: Summary of related works

Reference Method Dataset Accuracy Limitations

Oliveira et al. [21] RF, MLP, LSTM CIDDS-001 95.37% High false
positive rates,
long computation
times, and
complicated
models

Mazini et al. [22] ABC and
AdaBoost
algorithms

NSL-KDD and
ISCXIDS2012

96% Taking a long
time to train and
having poor
precision when
looking for new
attack features

Khan [23] Hybrid CRNN CSE-CIC DS2018 94.78% High model
complexity

(Continued)
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Table 1: Continued
Reference Method Dataset Accuracy Limitations

Zhang et al. [24] CNN UNSW-NB15 and
CICIDS2017

89.23% Minimal testing
frequency and
slow training pace
Accuracy. Class
disparity issue

Jaber et al. [25] Fuzzy c-means
clustering and
SVM

NSL-KDD 95.05% Taking a long
time to train and
having poor
precision

Tama et al. [26] REPT UNSW-NB15 and
NSL-KDD

90.56% Unsuitable for
modern assaults

Alamiedy et al. [27] GWO algorithm NSL–KDD 93.64% Low ability to
identify new
assault elements
and lengthy
training
requirements

As can be observed from relevant work, some of the research concentrated on deep learning-
based assault detection, while others focused on data balancing. The majority of research that
recommends an IDS has yet to examine the issue of data instability in depth. This research compared
ML and DL methodologies in network-based intrusion detection systems. Furthermore, deep learning
methodologies were investigated within themselves, and the effectiveness of the ensemble method was
analyzed. An optimized ANU-Net was proposed in the study to classify attacks. Furthermore, the
map reduce technique has been developed due to the uneven data sets seen in attack detection systems.
This paper will optimize the current deep learning method by optimizing and merging numerous single
learners to train an improved efficiency and high speed model to ensure faster training and detection
speed under increased accuracy.

3 Proposed Methodology

The proposed approach contains three fundamental building blocks: preprocessing, feature
extraction, selection, and classification, according to the IMBO-ANU Net based IDS model’s
overview. A class that comprises the majority of the samples in the input datasets has problems with
class imbalance because there is an incomplete data distribution; the other classes have relatively fewer
samples. Using such unbalanced datasets will significantly lower classifier performance.

Most current procedures use ML and statistical techniques, including data augmentation, to
address the imbalance issue. However, those methods fill the minority class instances with data from
the majority class while handling the minority class as little as possible, which, in the absence of regular
minority class samples, increases data distribution across all minority classes. The assessment dataset
needs high dimensional unbalance issues, including features missing, values of the features missing,
and probably noisy cumulative data. To address this problem, oversampling is used, which entails
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systematically reproducing minority class samples in order to increase the number of occurrences in
those classes.

This method improves other sampling and augmentation strategies, although it runs the danger
of overfitting the classifier. Often, there is no loss of information. By adjusting the volume of weights
and their values in the convolutional layers of the suggested MBO-ANU Net method, the MBO
provides structural stabilization to avoid the potential overfitting issue. Because MBO estimates these
weighting and their quality optimally, they can be modified within the ideal range without impacting
the classifier’s effectiveness. The activities of redundancy elimination, label transformation, and data
normalization are carried out in the pre-processing stage following the over-sampling procedure. The
datasets are divided in a 7:3 ratio into training and validation sets. The training set is employed for
quick evaluation, while the validation set was used for the model’s last assessment. After extracting
the features from every dataset, the IFPA chooses the optimum feature subsets to boost the classifier’s
performance. Since IFPA has demonstrated outstanding performance in selecting features in large-
scale datasets, it is applied in this study. The proposed MBO-ANU Net-based classifier is introduced
in the last step of the classification stage. The proposed classifier consists of two components, learning
features and classifier. Learning the features contain two layers convolutional and pooling. The
extracted outcome is called a feature map, which is the outcome of the classifier. The proposed
methodology architecture is shown in Fig. 1.

Figure 1: Architecture diagram of the proposed methodology

3.1 Data Preprocessing

For this IDS model, data pre-processing is carried out in three steps: duplication elimination,
data normalization and label transformation. The label transfer is the initial phase, in which the input
columns for the symbolic classes can be changed into numerical labels based on the type of attack.
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3.1.1 Data Normalization

During the process, Data scaling is used to equalize the wide variety of data attributes, allowing
the suggested classification approach to identify the best solution faster. To scale attribute values,
we employ the maximum-minimum normalization approach. As per Eq. (1), all attribute values are
normalized within a defined range of [0, 1].

x′ = x − xmin

xmax − xmin

(1)

While x is an initial value and x′ is the normalized gain. The data set’s shortest and greatest values
are represented in min and max, respectively. The normalized values are ranged from 0 and 1. The min
and max values computed for every column are employed to normalize the data in the training part.

3.2 Feature Selection

In order to increase the categorization accuracy of ML classifiers, selecting the best features
before removing the least useful or irrelevant features is essential. For all applications involving
data processing, feature selection techniques utilizing statistical and optimization methods have been
widely used. Several of these feature selection algorithms have also been used on hazardous activity
recognition datasets, including NLS-KDD, CICIDS2017, and CSE-CIC IDS2018. The features are
chosen and extracted using Improved Flower Pollination Algorithm (IFPA).

3.2.1 Flower Pollination Algorithm

The FPA is based on the processes that flowering plants naturally go through. Pollinators, insects
like mammals, bats, birds, and butterflies, among others can significantly influence the pollination
process. Flowering plants typically use both biotic and abiotic pollination processes. Furthermore,
there are two distinct forms of pollination: self-pollination and cross-pollination.

Cross-pollination is the exchange of pollen between flowers of different blooming plants. The
first type of pollination is the movement of pollen from one plant to another within the same type of
plant. The pollination procedure can be finished without a pollinator. Next, one process of flowers
pollinating one another across very vast distances. Pollinators must make significant deviations from
the FPA algorithm to generate the levy distribution function, which the pollination process must
observe. Consequently, the flower’s consistency can be used. Whether two flowers are different or
similar determines whether the step is raised. The following guidelines for floral constancy and the
pollination process depend on the aforementioned aspects of pollination behavior.

• Cross and biotic pollination are two types of global pollination. Several flights have proved the
pollinator’s performance.

• Self-pollination and abiotic processes can both be used to describe local pollination of FPA.
• The degree to which two blooms differ or are similar during the pollination process is referred

to as flower constancy, affecting the likelihood of reproduction.
• It is possible to use switch probability P ∈ [0, 1] as a controlling factor for both local and global

pollination processes. In this case, p can be discussed as a significant proportion and examined
in light of nearby pollination, proximity, and other elements. It could be seen as the effectiveness
of pollination overall.

From the preceding ideas and optimal FPA algorithm rules. The following is a list of the FPA’s
characteristics.



5894 CMC, 2023, vol.75, no.3

3.2.2 Global Pollination

Global pollination can be thought of as the result of cross-pollination and biotic processes. Eq. (2)
can be used to describe the first rule numerically,

Pt+1
i = Pt

i + LF(GB − Pt
i) (2)

Here, Pt
i can is expressed as pollen I. Levy Flying, referred to as the Levy flying stepping volume

and is related to uniform distributions, is the best option for the existing population. The Levy Flying
is described in Eq. (3).

LF = γ�(γ ) sin( πγ

2
)

π

1
Z1+γ

(Z >> Z0 > 0) (3)

While γ� can be set as a gamma function that is valid for steps in larger Z > 0, Z is the step of
Ley flying. γ = 1:5 can be taken to improve the speed.

3.2.3 Local Pollination

The local pollination is described in Eq. (4) and is derived as,

Pt+1
iw = Pt

i + ε(pt
j − Pt

k) (4)

where Pt
i and Pt

k are pollens from various types of similar plants. ε can be a local search.

3.2.4 Switching Probability

Whether global or local, pollination outcomes are governed by the switching probability. The bal-
ance between regional development and international exploration is governed by switching probability.
In Eq (5), it mentions switching probability.

S.p = P ε [0, 1] (5)

The pollination of flowers can occur on all scales commonly. The use of switching likelihood can
solve the issue as mentioned above. The chance of transitioning between concentrated local pollination
and wide global pollination is employed. In general, p = 0.5 can be used in most applications.

Eventually, the most recent iteration yields new solutions. Compared to the prior solution Pt I,
each answer P (t + 1) is better when an update is made, otherwise, it remains unchanged. After updating
GB to the most recent version, the procedure is repeated a predetermined number of times.

3.2.5 Improved Flower Pollination Algorithm

Although the FPA has successfully addressed a variety of optimization issues. It still has several
impacts, such as computational time, speed for some challenging situations, and premature conver-
gence. Therefore, several changes were suggested to get around these problems. The FPA is currently
being improved with a primary focus on accelerating speed and enhancing the balance between
exploitation and exploration.

Adaptive Switch Probability

Since switching likelihood (P) regulates the FPA’s exploration and exploitation, it also affects
local and global pollination, significantly impacting the FPA’s performance. An adaptive p is offered
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to direct the algorithm toward a quick and effective convergence. The basic formula for adaptive p is
given as.

p = Pmin + (Pmax − Pmin) ∗
(

0.5 ∗
(

1 − t
tmax

)
+ 0.5 ∗ fmax,t − faver,t

fmax,t − fmin,t

)
(6)

While Pmax and Pmin is user-defined, tmax represents the average volume of iterations, t is the present
generation, fmax,t and faver,t are the max fitness value, min fitness value and total fitness value, accordingly,
at iteration t. So that the number of iterations and the fitness values of the individuals are related to
the P.

Modified Local Pollination

The conventional FPA’s local pollination uses a random number, making it simple for the
algorithm to reach the local optimum that is described in Eq. (7). A modified self-pollination approach
is suggested, one that adds a polynomial and a Cauchy distribution. Given is a modified self-
pollination approach by:

Y t
i = gbest + F(xt

i −
t
x
j
) + F(xt

m − xt
n) (7)

Represent pollen obtained at iteration t from various blooms of the same plant species, with gbest
being the present best solution and F coming from a Cauchy distribution.

Crossover and Selection Strategies

Only global or local pollination in the initial FPA yields the optimal result in each cycle. People
in the population need to communicate better with one another. A user-defined crossover rate (CR)
determines how the crossover process works. A number at random between 0 and 1 is CR. Therefore,
a unique rti is generated for each experiment in the manner described below.

rt
i = {

yt
i if rand ≤ CR (8)

While X t
i is a different target and Y t

i is a newly created individual. A selection process is then
carried out to identify which individual the target individual will live to reproduce in the following
generation. If the trial individual produces a better value for the goal function at iteration t = t + 1, it
will take the place of the target person in the following generation. Following is the related equation:

xt+1
i =

{
rt

i if f
(
rt

i

) ≥ f
(
xt

i

)
xt

i otherwise
(9)

While f (xt
i) is the maximized function.

3.3 MapReduce based Attention-Based Nested U-Net (ANU-Net) Classifier
3.3.1 Integration of MapReduce

By planning the deep framework of an optimized ANU-Net and putting it into the MapReduce
architecture, MBO-ANU-Net is produced. The distributed programming technique, MapReduce, uses
distributed parallel clusters of nodes to analyze enormous amounts of data. Map and reduce are
the two primary steps in this procedure. The mapping phase is the transformative process, while
the summarizing stage is the reduction stage. Based on the MapReduce framework, the suggested
optimized ANU-Net is utilized to reorganize classifier training from a single learning network to a
series of micro networks with equal training.
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The data batch and labels from the training data are input to the mappers. The batch contains the
learning data, and the label represents the ground truth label for every case. A set of ideal weights
describes the network’s hidden layers after MBO determines them. The optimum weights for the
network are then determined by each mapper using training data gleaned from input data samples.
The pair of newly qualified weights that are included in the set of recommended weights specified by
the MBO will be the outcome. The reducer that aggregates the weights receives these outputs as inputs.
The accretion calculates an overall total of overweight’s and divides it by the amount of overweight’s.

3.3.2 Attention Based Nested U-Net

We build a network called Attention U-Net++ to classify attacks. The nested U-Net structure,
inspired by DenseNet, combines a series of U-Nets of varying depths. Every nested convolutional
block in layered U-Nets gathers semantic information employing several convolution layers. Further-
more, every layer in the block is connected to the next, permitting the concatenation layer to merge
semantic data at numerous levels. The advantages of our new nested design are as follows:

• By examining the value of characteristics at different levels, our nested design may eliminate the
time-consuming method of identifying deep and shallow factors.

• Since all of the Nets in our nested design share a feature extractor, only an encoder needs to be
trained.

• Because separate decoder paths recover different layers of features individually, we can get
hierarchy decoding masks from various phases in our tiered

Attention Gate (AG)

We use the PASSR Net’s strategy and incorporate a straightforward but efficient Attention Gate
into our nested design to concentrate on areas pertinent to the target organ. Details of the attention
gate are given below

The initial input (g) acts as the gated signal to assist learning the following input.

• The initial input (g) is utilized as a gating signal to assist in the learning of the next source (f). In
other terms, the gating signals (g) can pick the most valuable features from the encoded features
(f) and deliver them to the top decoder.

• After a CNN process (Wf, Wg) and Batch Norm (bf, bg), these input data are integrated pixel
by pixel.

• The S-shaped activation function sigmoid
(

σ 2(x) = 1
1 + e(−x)

)
is selected to obtain the atten-

tion factor (α) and execute the Gate’s parameter deviation.
• The outcome can be obtained by increasing the encoder characteristic of every pixel by a specific

coefficient.

The Attention Gate selecting feature part is formulated as follows:

F = σ1[(W T
f × f + b

f
) + (W T

g × g + bg)] (10)

α = σ2(W T
θ

× F + bθ ) (11)

output = f × α (12)
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The classification task-related target region can be better learned by the Attention Gate, while the
task-unrelated target area can be suppressed thanks to the Attention Gate’s effective function selection
function. Our study integrates Attention Gate to improve the efficiency of information propagation
in the novel proposed approach.

Attention-Based Nested U-Net

In ANU-Net, the primary network design is nested U-Net. More valuable hierarchical features
can then be reconstructed. In the form of complex dense skip connections, every block in the decode
obtains two equivalent local features as inputs: The initial feature maps are generated from the results
of prior Attention Gates with residual connections at the same depth, and the resulting feature map is
generated from the results of the deeper block deconvolution operation. Upon collecting all acquired
extracted characteristics, the decoder reconfigures characteristics from the bottom up.

Xi,j =
⎧⎨
⎩

φ
⌊

Xi−1,j

⌋
j = 0

φ
[∑j−1

k=0 Ag
(
Xi,k

)
, Up

(
Xi+1,j−1

)]
j > 0

(13)

Up(Xi+1, j−1) and Ag(Xi,k) the attention gate and mean upsampling selection accordingly,∑
Ag(Xi,k)indicate that concatenate the outcome of the Attention Gates from node Xi, k = 0 to

Xi, k = j − 1 in the ith layer.

Following the concatenated technique, the decoder’s blocks will use only the encoder’s chosen
identical feature maps, rather than all of the extracted features produced. The network transfer of
encoder features is one of ANU-significant Net’s breakthroughs. As a consequence, the performance
of ANU-Net should improve. The batch size, momentum, learning rate, and weight decay are all
correspondingly 1, 0.9, 0.03, and 0.001. The initial learning rate is 0.01. In the ReLu layer, the learning
rate is saturated. Due to the possibility of the network being either under or over-fitted, the amount
of epochs is also a crucial training parameter. For this dataset, we trained the network for 50 epochs.
The proposed model’s training and testing accuracy vary, it ranges from 0.98 to 0.99 and loss values
range from 0.001 to 0.004.

3.4 Monarchy Butterfly Optimization (MBO) Algorithm

This method depends on the migration patterns of the monarch butterfly. Each year during the
breeding season, these MB moved to northern America. This algorithm divides the entire population
into two lands: land 2 and 1. These areas are classified as subpopulations 1 and 2 based on their fitness
values. Each position of the monarch butterfly is displayed here. As a result, two subpopulations are
created from all retrieved features. Each butterfly has value in terms of fitness. Here, choosing the
best-accurate ideal features is the goal. The exercise feature is

fitness = max (accuracy) (14)

That operator is for migration. The operator changed the wold or parent butterfly with a butterfly
from the following generation to sustain the butterflies’ population. The value of r is represented as

r = rand ∗ pari (15)
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The operator of the butterfly adjustment. This operator determines the location of butterflies
in subpopulation 2. These factors determine where butterflies land. The top butterfly in the world,
excluding butterflies in subpopulation 2. The amount of c is

γ = Wmaxw

t2
(16)

While Wmax is defined as the max walk step that a butterfly can move separately in the present
generation. dM is the butterfly that is analyzed by levy flight

dM = levy(xt
i) (17)

The BAR is utilized for butterfly adjustment rate in enhanced MBO, as opposed to basic MBO,
where we examine the likelihood of the BAR to determine the location.

proability (pBAR) = 0.3
(

1 − iter
itermax

)
(18)

With newly created butterflies, another change is made. In MBO, all new generation butterflies are
accepted; however, in this case, we assess the fitness of a freshly created butterfly to other butterflies
of the same generation. If it is more fit than the others, we examine it; otherwise, we do not.

Mt+1
inew =

{
Mt+1

i f(Mt+1
i ) > f

(
Mt

i

)
f
(
Mt

i

)
otherwise

(19)

The parameters like batch size, momentum, learning rate, and weight decay are finally optimized
with the help of improved MBO.

4 Result and Discussions

Python is utilized in a controlled environment to evaluate the proposed MapReduce-based system.
In order to compare the effectiveness of the suggested approach on the three datasets, experiments are
carried out.

An unbalanced dataset has a significant impact on neural network performance during training.
The experimental findings suggest that our proposed technique combines Imbalanced Generative
Adversarial Network (IGAN) oversampling and greatly enhances attack DR while reducing time
cost. The proposed strategy is advantageous for two reasons. First, by utilising mapreduce concept to
increase minority classes to a uniform number of instances, the risk of inputting too much redundant
data is reduced. To highlight the effectiveness of our proposed intrusion detection model, we compare
it to other state-of-the-art intrusion detection approaches utilizing the NSL-KDD, CIC-IDS2017, and
CSE-CIC-IDS2018 datasets. When compared to other deep learning algorithms, our model has proven
to be superior, particularly in terms of enhancing the detection rate of various categories.

4.1 Experimental Setting

Using 4 GB RAM and an Intel i5 2.60 GHz processor, it runs Windows 10. The studies are carried
out in the Anaconda3 environment using Python and KERAS with Tensor flow as a backdrop. The
data samples are split into two sections, one of which is utilized to create a classifier and is referred to
as the training dataset. The testing dataset is used in the second step to evaluate the classifier. Table 2
shows the test environment.
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4.2 Datasets

Three well-known IDS public datasets are employed in this study to evaluate the suggested
methodology. The main goal is to create an IDS that can much better access in most datasets with
different assaults. The right datasets must be chosen because they are essential to the IDS’s evaluation
process.

Table 2: Test environment

Project Environment

System Python
processor Intel i5 2.60 GHz
RAM 4 GB
Backdrop Tensor flow

4.2.1 NSL-KDD Dataset

It was created in 2009 to take the place of the well-known KDDCUP99 dataset. The KDDCUP99
has been in use for more than 20 years. The investigators created NSL-KDD as an upgraded KDD
since KDDCUP99 includes distinctive duplicated entries. Additionally, it has a sufficient number of
datas and evaluations, meaning the categorization is not dependent on frequently updated records.
Table 3 displays the NSL-KDD dataset’s characteristics.

Table 3: Features in the NSL-KDD dataset

S. no. Features S. no. Features

1. Su_attempted 21. Land
2. Srv_serror_rate 22. Is_guest_login
3. Service 23. Dst_bytes
4. Count 24. Serror_rate
5. Diff_srv_rate 25. Protocol_type
6. srv_count 26. Rerror_rate
7. Is_host_login 27. Srv_rerror_rate
8. Dst_host_diff_srv_count 28. Flag
9. Urgent 29. Same_srv_rate
10. Num_root 30. Src_bytes
11. Dst_host_same_srv_count 31. Num_shells
12. Dst_host_same_src_port_rate 32. Root_shell
13. Num_compromised 33. Dst_host_srv_count
14. Dst_host_count 34. Num_failed_logins
15. Duration 35. Wrong_fragment
16. Host 36. Logged_in
17. Num_file_creations 37. Dst_host_diff_src_port_rate
18. Srv_diff_host_rate 38. Num_access_files

(Continued)
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Table 3: Continued
S. no. Features S. no. Features

19. Num_outbound_cmds 39. Dst_host_srv_serror_rate
20. Dst_host_rerror_rate 40. Dst_host_serror_rate

4.2.2 CSE-CIC-IDS 2018 Dataset

The unprocessed data were regularly modified after being collected in various data states.
IDS2018, therefore, has 80 statistical features computed in forward and reverse modes. Finally, the
dataset, which had about 5 million records, was accessible to all academics via the internet. The Packet
capture library (PCAP) and comma-separated values (CSV) file formats are both available for the
CSE-CIC IDS2018 dataset. 50 machines make up the infrastructure used to target datasets, whilst 30
servers and 420 terminals make up the assaulting companies. CSE-CIC-IDS-2018 class distribution is
shown in Table 4.

Table 4: Class distribution

Label Samples

Distributed denial of service
(DDoS)

41530

Benign 2846035
Dos 129954
SQL injection 53
Bot 4286291
Infiltration 93,073
Brute force 513
Total 4567129

4.2.3 CICIDS2017 Dataset

There are 2,830,473 samples of network traffic in the dataset, of which benign traffic makes up
80.30% and attack traffic represents 19.70%. There is one normal class and 14 assault types. The
assault types include the most prevalent attack types, like port scan, DDoS, web attacks, botnet, DoS,
etc. The last column of the dataset, which contains the multiclass label, contains 84 features extracted
from the generated network traffic. Table 5 provides a data distribution for each class.

Table 5: CICIDS2017 data samples of each class

Class Train set-size Test set-size

BENIGN 1591167 454620
Dos hulk 161751 46215
Port scan 111251 31786

(Continued)
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Table 5: Continued
Class Train set-size Test set-size

XSS 457 130
Infiltration 26 7
DDoS 89618 25606
DoS golden eye 7205 2059
DoS slow loris 4057 1159
FTP 5516 1588
Brute force 1055 301
SSH 4128 1179
DoS slow HTTP
test

3849 1100

Bot 1376 393
MSSQL 15 4
Heart bleed 8 2

4.3 Evaluation Metrics

The false positive rate (FPR), accuracy, precision, F-score, Matthews’s correlation coefficient
(MCC) and kappa were used to evaluate the IDS (F). High precision, a high detection rate, and a low
false alarm rate are required for the outcome. These characteristics are computed using a confusion
matrix. True Positive (TP) is the number of assault reports that were correctly categorized in the
confusion matrix. The number of correctly identified normal data is known as a True Negative (TN).
The average of typical records that were misclassified is known as false positives (FP). False Negative
(FN) is the number of inaccurate assault records.

Accuracy: displays the proportion of real detection in the entire traffic trace. It is derivable as
follows:

Accuracy = TN + TP
TN + FP + TP + FN

(20)

PR: displays the proportion of actual intrusions compared to those anticipated by a NIDS. It may
be deduced that the higher the PR, the smaller the false alarm:

Specificity = TN
TN + FP

(21)

Recall: This metric measures the proportion of links to successfully classified anomalies. It shows
how well the model is in picking up abnormalities from every anomalous connection. It is derivable as
follows:

Recall = TP
FN + TP

(22)

FAR: It can be calculated by splitting the average variety of general connections by the number
of normal connections that are mistakenly labeled as anomalies. It is derivable as follows:

FAR = FP
FP + TN

(23)
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Kappa: The classifier’s ability to process unbalanced data classes is evaluated using the kappa
coefficient. It is determined as

K = obsolute − Except
1 − except

(24)

4.3.1 Performance of NSL-KDD Dataset

Map reduce-based proposed approach on NSL-KDD has achieved a greater outcome. Some of the
important measures like False Negative Rate (FNR), accuracy, and FPR are compared. The evaluation
is analyzed and compared with existing approaches.

Table 6 shows that our suggested method effectively and more accurately categorizes the intrusion.
The results show that practically all assault records and regular records have improved detection
accuracy. The FPR and FNR values are likewise substantially spread among good values, just like
the FPR. When considering the entire dataset, this conclusion was reached.

Table 6: Performances of proposed and existing approaches on the NSL-KDD dataset

Methods/metrics Accuracy (%) Precision (%) Recall (%) F-measure (%) FPR (%) FNR (%) MCC Kappa

IGWO-SVM 85.76 90.62 91.09 85.36 19.25 27.4 0.323 0.804
ANN-CFS 81.66 69.89 85.43 74.32 15.27 16.26 0.699 0.644
RNN-ABC 90.29 80.86 96.01 90.61 10.11 5.46 0.831 0.82
GA-CNN 93.89 86.45 92.37 91.02 9.75 6.47 0.787 0.831
LSTM 89.94 88.88 94.57 95.75 9.27 4.74 0.843 0.885
Conv-LSTM-
SFSDT

92.11 90.02 93.44 94.56 8.81 5.56 0.8861 0.896

HCRNNIDS 95.35 96.67 97.48 96.5 9.76 6.98 0.8798 0.9276
ABC-BWO-
CONV-LSTM

98.67 97.48 96.67 98.73 7.5 5.01 0.927 0.932

PROPOSED 99.02 98.67 98.82 98.73 6.2 4.86 0.934 0.946

Fig. 2a represents the performance metrics, Fig. 2b represents the evaluation of MCC and kappa
and Fig. 2c represents the False Negative Rate and False Positive Rate values. The suggested strategy
has produced many superior results for all of the parameters.

4.3.2 Performance of CIC-IDS2017 Dataset

The performance of the CIC-IDS2017 dataset was analyzed using various existing methods. Com-
parison can be made with existing approaches like IGWO-SVM, ANN-CFS, RNN-ABC, GA-CNN,
LSTM, Conv-LSTM-SFSDT, and HCRNNIDS. Performances of proposed Vs existing methods on
the CIC-IDS2017 dataset are shown in Table 7.

Fig. 3a represents the categorization metrics, Fig. 3b represents the evaluation of MCC and kappa
and Fig. 3c represents the False Negative Rate and False Positive Rate values. The suggested strategy
has produced many superior results for all of the parameters.
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Figure 2: Evaluation performances on NSL-KDD dataset (a) accuracy, precision, recall and f1-
measure comparison (b) evaluation of MCC and kappa (c) FPR and FNR differentiation with the
existing method

Table 7: Performances of proposed vs. existing approaches on the CIC-IDS2017 dataset

Methods metrics Accuracy (%) Precision (%) Recall (%) F-measure (%) FPR (%) FNR (%) MCC Kappa

IGWO-SVM 86.74 91.29 94.56 97.48 21.25 25.34 0.719 0.849
ANN-CFS 93.17 87.97 92.17 90.61 18.29 14.85 0.765 0.804
RNN-ABC 96.41 87.56 94.56 96.75 10.47 5.46 0.841 0.87
GA-CNN 94.72 98.36 91.02 93.86 12.7 6.47 0.897 0.874
LSTM 91.56 97.45 93.44 94.56 9.21 7.89 0.883 0.907
Conv-LSTM-SDT 95.63 88.47 92.37 90.87 10.81 4.87 0.8758 0.901
HCRNNIDS 90.87 93.06 96.5 97.54 9.76 7.68 0.897 0.945
ABC-BWO-
CONV-LSTM

98.67 95.35 97.48 98.74 6.5 5.01 0.947 0.927

PROPOSED 99.09 98.97 98.74 99.13 5.2 4.12 0.954 0.966
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Figure 3: Evaluation performances on CIC-IDS2017 dataset (a) accuracy, precision, recall and f1-
measure comparison (b) evaluation of MCC and kappa (c) FPR and FNR differentiation with existing
methods

4.3.3 Performance of CSE-CIC-IDS 2018 Dataset

Similarly, CSE-CIC-IDS 2018 dataset was also analyzed and compared with existing approaches.
The results of the attack detection tests are shown in Table 8.

Table 8: Performances of proposed vs. existing approaches

Approaches Acc (%) Precision (%) FPR (%) Recall (%) F-measure (%) Kappa FNR (%) MCC

IGWO-SVM 91.45 80.12 28.64 90.81 93.19 0.838 28.79 0.802
ANN-CFS 96.6 82.71 15.22 93.75 97.06 0.915 14.92 0.936
RNN-ABC 96.65 89.03 7.27 97.74 99.08 0.934 3.71 0.883
GA-CNN 97.49 91.78 6.2 96.84 96.41 0.936 3.52 0.937
LSTM 96.21 88.38 3.09 97.14 97.4 0.929 2.87 0.94
Conv-LSTM-
SFSDT

97.27 94.91 3.58 97.79 97.09 0.91 3.49 0.868

(Continued)
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Table 8: Continued
Approaches Acc (%) Precision (%) FPR (%) Recall (%) F-measure (%) Kappa FNR (%) MCC

HCRNNIDS 98.25 97.48 2.52 98.67 98.18 0.9387 2.87 0.9491
PROPOSED 98.89 98.12 2.15 98.82 98.75 0.9471 1.67 0.9587

Fig. 4a represents the categorization metrics, Fig. 4b represents the evaluation of MCC and kappa
and Fig. 4c shows the False Negative Rate and False Positive Rate values. It is obvious that the
suggested strategy has produced much superior results for all of the parameters.

Figure 4: Evaluation performances on CSE-CIC-DS2018 dataset (a) accuracy, precision, recall and f1-
measure comparison (b) evaluation of MCC and kappa (c) FPR and FNR differentiation with existing
methods

Table 9 represents classifier effectiveness with CSE-CIC-DS2018. The existing approaches like
LR, XGB, DT and HCRNN are compared with the proposed approach. From the overall evaluation,
our proposed approach yields greater performance. Then the second-best solution obtains in HCRNN.



5906 CMC, 2023, vol.75, no.3

Table 9: Classifier performance with CSE-CIC-DS2018

Classifier Precision (%) DR (%) Recall (%) F1-score (%) FAR (%)

LR 0.782 0.89 0.891 0.751 11.40
XGB 0.865 0.84 0.874 0.869 9.23
DT 0.876 0.87 0.895 0.839 7.18
HCRNN 0.964 0.96 0.961 0.966 4.25
Proposed 0.987 0.989 0.987 0.992 2.2

4.3.4 Overall Intrusion Detection Results

In terms of the majority of the evaluation measures, the suggested approach outperforms the
OCNNHMLSTM and other existing models in terms of individual attack detection performance.
Table 10 provides an overview of the overall attacker recognition findings achieved using the suggested
proposed model.

Table 10: Overall NIDS performances of the proposed approach

Metrics Datasets

NSL-KDD CIC-IDS2017 CSE-CIC-IDS2018

Accuracy (%) 98.97 99.03 98.87
Precision (%) 98.13 95.77 97.48
Recall (%) 98.73 98.65 98.18
F-measure (%) 97.48 98.54 97.84
FPR (%) 7.5 4.68 5.74
FNR (%) 5.02 4.8 1.67
MCC (%) 0.937 0.936 0.949
Kappa (%) 0.921 0.938 0.9387

The accuracy values have consistently been above 97%, as shown in Fig. 5. For all four datasets,
the precision, recall, and f-measure parameters are effective. The FPR and FNR are below 10%, which
is regarded as acceptable. Analyzed three datasets in our proposed approach to gain a good outcome.
These findings show that the proposed approach ensures superior IDS over most existing systems by
using substantially more sophisticated DL of both spatial and temporal characteristics. The use of
MBO for parameter optimization and IFPA for selecting features has also had a major impact on
performance.
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Figure 5: Evaluation performances on overall (a) accuracy, precision, recall and f1-measure compari-
son (b) evaluation of MCC and kappa (c) FPR and FNR differentiation with an existing method

5 Conclusion

One of the worst issues in any communication network is detecting malicious activity. This
research examined the present constraints using a MapReduce-based suggested technique and recom-
mended an ensemble IDS method. This IMBO-ANU Net classifier learns all attack characteristics and
efficiently identifies maximal incursions in the network traffic data when combined with IFPA feature
selection. Additionally, the issue of class imbalance is resolved, and excellent performance is attained
with little to no spatial loss and a simple framework. This model has been evaluated using the NSL-
KDD, CIC-IDS 2017, and CSE-CIC-IDS 2018 datasets. The results demonstrated that the suggested
model effectively detected numerous attacks and enhanced IDS for all three datasets. It dramatically
decreased the FPR and FNR values while improving accuracy. The outcome of the evaluation using
the NSL-KDD, CIC-IDS 2017and CSE-CIC-IDS2018 data sets demonstrates that the proposed NIDS
developed in the study has a high detection accuracy, with test sets of 98.97%, 99.03% and 98.87%,
respectively. It also achieves the best FPR and FNR in three datasets. In the NSL-KDD dataset, the
FPR is 7.5% and the FNR is 5.02%. Similarly, in CICIDS2017 data sets, the FPR is 4.68%, the FNR
is 4.8%, and CSE-CIC-IDS 2018 achieves 5.74% FPR and 1.67% FNR. This method’s training and
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detection times are relatively fast compared to other algorithms. It enhances accuracy and reduces the
FPR and FNR. In future, various methods for data balancing will be investigated. Furthermore, the
proposed method is intended to be applied instantly to network traffic in the big data environment.
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