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Abstract: Steganography techniques, such as audio steganography, have been
widely used in covert communication. However, the deep neural network,
especially the convolutional neural network (CNN), has greatly threatened
the security of audio steganography. Besides, existing adversarial attacks-
based countermeasures cannot provide general perturbation, and the trans-
ferability against unknown steganography detection methods is weak. This
paper proposes a cover enhancement method for audio steganography based
on universal adversarial perturbations with sample diversification to address
these issues. Universal adversarial perturbation is constructed by iteratively
optimizing adversarial perturbation, which applies adversarial attack tech-
niques, such as Deepfool. Moreover, the sample diversification strategy is
designed to improve the transferability of adversarial perturbations in black-
box attack scenarios, where two types of common audio-processing operations
are considered, including noise addition and moving picture experts group
audio layer IIT (MP3) compression. Furthermore, the perturbation ensemble
method is applied to further improve the attacks’ transferability by integrating
perturbations of different detection networks with heterogeneous architec-
tures. Consequently, the single universal adversarial perturbation can enhance
different cover audios against a CNN-based detection network. Extensive
experiments have been conducted, and the results demonstrate that the average
missed-detection probabilities of the proposed method are higher than those
of the state-of-the-art methods by 7.3% and 16.6% for known and unknown
detection networks, respectively. It verifies the efficiency and transferability of
the proposed methods for the cover enhancement of audio steganography.

Keywords: Audio steganography; cover enhancement; adversarial
perturbations; sample diversification

1 Introduction

Covert communication is the transmission of confidential information between the two parties,
which prevents the communication signal from being discovered by malicious eavesdroppers. In the
past decades, there have been various communication schemes in the field of information security,
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such as information encryption, watermarking, steganography, etc. More specifically, information
encryption [1,2] can be treated as a fundamental technique of security communication, where
ciphertext generated by an encryption algorithm cannot be decrypted without the user’s key. Next,
watermarking techniques [3] are proposed to conduct the authentication of authenticity and integrity
for the senders and receivers during communication. Different from them, steganography is the art of
embedding secret messages into different carriers without arousing suspicion of the steganography
detectors, which pays more attention to the stealthiness of the carrier for covert communication.
Nowadays, steganography techniques have been widely used in covert communication. Based on the
types of carriers, steganography can be divided into several categories, including steganography based
on image [4], audio [5], and video [6]. Due to the widespread popularity of audio on the Internet, audio
files are considered important carriers in multimedia steganography. Audio files’ capacity is promising
and of great advantage in practical applications.

Audio steganography and its detection method have been developed in an adversarial manner.
On the one hand, the audio steganography methods were designed in the time domain at the
initial stage. For instance, in the least significant bit (LSB) method [7], the least significant bits are
substituted with a binary message. Later, adaptive audio steganography methods were proposed [§]
to consider the cost function in the steganography code framework carefully. However, due to the
time-consuming problem of adaptive audio steganography, time-domain-based audio steganography
methods are still mainstream. On the other hand, the performances of audio steganography detectors
have been improved significantly as a countermeasure to audio steganography by leveraging deep
learning. More specifically, audio steganography detectors based on one-dimension convolutional
neural networks (CNN) have achieved state-of-the-art performances to expose audio steganography,
including ChenNet [9], LinNet [10], and BSNet [1 1]. Therefore, the security of audio steganography is
under considerable threat.

In order to counter CNN-based audio steganography detectors, the adversarial attack has been
used as an effective method to invalidate detection networks. These slight but intentional perturbations
can fool the detection networks resulting in misclassification. An intuitive way to combine the
technique of adversarial examples with steganography is to improve the security of steganography.
Wu et al. [12] first proposed a novel adversarial audio steganography method focused on embedding
costs, which could start from a flat or random embedding cost and then iteratively update the initial
cost by exploiting the adversarial attacks. Besides, the adversarial example was applied to design an
iterative adversarial post-processing model (IA-SPP) [13], which concentrated on the post-processing
operations of secret audios. In this paper, the secret audio denotes the audio carrier embedded with
secret messages using audio steganography methods. In the study by Ying et al. [13], adversarial
perturbations were added to the third LSB layer to avoid conflict with secret messages. However,
the methods mentioned above require calculating the specific adversarial perturbation for each audio
sample individually, which is a time-consuming task in practical applications. Besides, they mainly
focused on the attack success rate for the known (target) detection network, which was hard to transfer
to unknown (non-target) detection networks.

This paper proposes a cover enhancement method for audio steganography based on universal
adversarial perturbations with sample diversification to solve the limitations of previous works. The
proposed method iteratively generates the universal adversarial perturbation (UAP) based on adver-
sarial example techniques, such as Deepfool [14]. In general, UAP takes a specific attack success rate as
the optimization objective, which only requires constructing a single universal adversarial perturbation
to enhance different cover audios. Furthermore, a sample diversification strategy and a perturbation
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ensemble method are proposed to improve the transferability of adversarial perturbations in black-
box attacks before and after the perturbation construction, respectively. The main contributions of
this work are summarized as follows:

1. This paper proposes a cover enhancement method for audio steganography based on universal
adversarial perturbations with sample diversification. To the authors’ best knowledge, it is the first
work to conduct audio cover enhancement with adversarial attacks. It iteratively constructs the
universal adversarial perturbation based on adversarial example techniques, such as Deepfool, and
applies a specific attack success rate as the optimization objective.

2. This paper designs a sample diversification strategy (SDS) inspired by the input transformation
technique to produce subtle changes in the input patterns by using common audio processing opera-
tions, such as noise addition and moving picture experts group audio layer III (MP3) compression, to
improve the transferability of adversarial perturbations in black-box attack scenarios.

3. This paper proposes a perturbation ensemble method (PEM) to integrate the universal adver-
sarial perturbations constructed by detection networks of audio steganography with heterogencous
architectures, thus improving attack transferability.

4. This paper conducts extensive experiments to evaluate the security performance against known
and unknown detection networks. Experimental results verified that audio steganography methods
equipped with the proposed scheme could achieve better security than their original versions, especially
for black-box attacks.

The rest of the paper is organized as follows: Section 2 briefly introduces the related works.
Section 3 describes the proposed generation scheme. Section 4 evaluates the proposed method through
extensive experiments. Section 5 draws the conclusions.

2 Related Works

In this section, audio steganography, the detection method of audio steganography, and cover
enhancement with adversarial attacks are introduced separately.

2.1 Audio Steganography

Digital audio steganography is an important covert communication method, where most tech-
niques were proposed in the time domain. For instance, the least significant bit (LSB) substitution
was first applied for audio steganography by Sridevi et al. [7]. After that, a new encoding LSB-based
technique [15] was designed to reduce the embedding distortion with an increased capacity. More
advanced, Ahmed et al. [16] increased the embedding layer depth from the fourth LSB layer to the
eighth LSB layer without noticeable perceptive artifacts. Next, Kumar et al. [17] designed a strategy
that selected sample bits according to the Fibonacci numbers and then modified the corresponding
LSB to hide data. Kar et al. [18] presented a scheme for embedding secret message bits in chaotical
distribution based on selected thresholds. But the security performances against detection networks
of audio steganography must improve. Later, inspired by the adaptive image steganography methods,
Luo et al. [19] proposed adaptive audio steganography based on advanced audio coding (AAC), which
can obtain relatively better security performances. However, it is much more time-consuming than
time-domain-based methods. Then, Chen et al. [20] designed a distortion cost through the “large-
amplitude-first” rule. Due to the time efficiency in practical applications, this paper focuses on time-
domain-based audio steganography in this work.
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2.2 Detection Method of Audio Steganography

The detection methods of audio steganography aim to expose the existence of secret messages,
including hand-crafted feature-based detectors and deep learning-based detectors, which significantly
challenge audio steganography. For detection methods based on hand-crafted features, Liu et al. [21]
presented an approach based on the Mel-cepstrum coefficients derived from the second-order deriva-
tive. Then, Luo et al. [22] designed a detection feature set derived from both time and frequency
domains with an ensemble classifier [23]. Recently, an end-to-end detection framework of audio
steganography based on 1D-CNN was proposed to prove the advantages of deep learning-based
detectors over hand-crafted feature-based detectors [9]. Lin et al. [10] designed an improved CNN-
based method with a high-pass filter (HPF) and truncated linear unit (TLU). Zhang et al. [24]
considered the deeper structure and complicated convolutional modules to construct a deep residual
convolutional network. Lee et al. [1 1] proposed a CNN with bit-plane separation to directly expose the
modified bits in audio samples, which showed good detection performance for low embedding rates.

2.3 Cover Enhancement with Adversarial Attacks

Cover enhancement is one of the security enhancement methods for steganography, especially by
leveraging adversarial attacks. Inspired by the success of adversarial attacks to fool neural networks
in computer vision [25], researchers have applied adversarial attacks to generate adversarial covers.
Compared with the original covers, the secret information can be embedded in the adversarial covers
with better security performance. Several related works have been proposed in image steganography.
More specifically, Zhang et al. [26] generated adversarial perturbations using the gradients of secret
images based on the fast gradient sign method (FGSM) [27], which resulted in misclassifying adver-
sarial secret images as cover images. Zhou et al. [28] proposed a framework based on the generative
adversarial network (GAN) [29] to obtain adversarial perturbations that enhance covers and designed
a loss function to improve security. Qin et al. [30] proposed a sparse cover enhancement method,
which effectively compressed the distortions through sparse +1 adversarial perturbation and a re-
trying scheme. However, there is a lack of cover enhancement for audio steganography. Chen et al. [31]
proposed a cover audio generation method based on GAN directly instead of enhancing existing
covers, which is the most related work to enhance the security of audio steganography. However, it
causes more distortion and is more time-consuming to generate covers.

3 Methodology

As mentioned above, cover enhancement methods have several advantages, including 1) less
distortion introduced to the properties of original covers compared with cover generation methods; 2)
the more promising time efficiency. For audio steganography, to deal with the limitations mentioned
above, this paper proposes a cover enhancement method based on universal adversarial perturbations
with sample diversification.

To the authors’ best knowledge, it is the first work of enhancement method for cover audios. In
this section, the proposed cover enhancement method based on universal adversarial perturbation
(UAP) is introduced in detail. Fig. | shows the proposed framework of cover enhancement for audio
steganography. At first, a set of clean cover audio is presented, which is enhanced by the sample
diversification strategy (SDS) to generate the diversified cover audio. Then, a set of diversified secret
audio corresponding with diversified cover audio is presented, which is generated by embedding
secret messages into diversified covers with the audio steganography method (such as LSBM [32]).
The generation of the audio UAP needs to use all diversified secret audios and gradually build
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the UAP. This kind of perturbation is called “universal” since a single perturbation can process
different audio samples. Then, a perturbation ensemble method (PEM) is applied to obtain the final
ensemble perturbation based on UAPs generated by different detection networks with heterogeneous
architectures to improve the transferability in black-box attacks. The final ensemble perturbations are
added to the samples in the diversified cover audios instead of the diversified secret audios to ensure
the successful extraction of secret messages. Therefore, the adversarial cover audios are constructed
by adding the final ensembled perturbation to the diversified cover audios, and then the adversarial
secret audios are obtained by embedding secret messages into adversarial cover audios. The goal of
this framework is to make adversarial secret audios able to fool the steganography detection networks,
which target to achieve better security performance.

Sample diversification
strategy (SDS)

Clean
cover audio

Steganography Diversified Generation method for universal adversarial
secret audio perturbation in audio steganography

Diversified
cover audio

L e e e e i Bttt

|
|
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adversarial perturbation perturbation

Adversarial Steganography Adversarial Fool the detection networks to misclassify
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Figure 1: The proposed framework of the cover enhancement method for audio steganography

3.1 Sample Diversification Strategy

In the field of adversarial attacks, researchers have found that preprocessing operations of training
samples are necessary to improve adversarial attacks’ transferability. For example, Xie et al. [33
applied common image transformations to process input samples to alleviate the overfitting phe-
nomenon and achieve higher success attack rates in black-box attacking scenarios. Inspired by these
ideas, this paper designs a sample diversification strategy (SDS) for audio cover enhancement to
improve the transferability in black-box attacks, which only makes subtle changes to reduce overfitting
before constructing the UAP. Besides, due to leveraging common audio processing operations, SDS
does not cause malicious distortions. The detailed procedures are presented as follows:

Deep learning-based detectors of audio steganography can be treated as binary classifiers. In the
ideal condition, cover audios can be distinguished from secret audios by the classification boundary
in the feature space. Assume the authors have a set of cover audio samples. Then, clean cover
audios are enhanced to generate diversified cover audios using SDS. Subsequently, secret messages
are embedded into samples of diversified cover audios to obtain diversified secret audios with a
specific steganography method. Generally, for adversarial attack techniques, iterative attacks greedily
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perturb the inputs in the direction of the sign of the gradient at each iteration. However, it is easy to
fall into the poor local maxima and overfits the target network. This kind of overfitted adversarial
perturbation is hard to transfer to unseen models (detection networks) in black-box attack cases.
Training samples (clean cover audios) of generating adversarial perturbations are preprocessed, and
then obtain diversified cover audios to deal with this issue. This procedure can be presented as follows:

¢, =T(x) (1)

where T donates the transformation function of SDS, x; represents the ith clean cover audio, and c;
represents the ith diversified cover audio. Therefore, the proper selection of transformation functions
is significant for SDS.

In practical applications, there are many types of common audio-processing operations that can be
applied to enhance audio samples, such as noise addition, reverberation addition, waveform shifting,
waveform stretching, pitch shifting, etc. However, for the detection task of audio steganography,
abnormal traces of high-frequent components are the most important clues of different detection
networks instead of sound intensity and loudness. Therefore, to achieve better transferability against
unseen detection networks, preprocessing operations that conduct slight distortions on audio samples,
especially for high-frequent components, should be considered. In this work, noise addition and MP3
compression are selected for SDS based on the purpose mentioned above.

Noise addition. Gaussian white noise is selected to conduct the noise addition. Specifically,
Gaussian white noise is a random signal whose instantaneous value obeys a Gaussian distribution and
whose power spectral density is uniformly distributed. The components in a Gaussian white noise are
statistically independent. In this paper, the first transformation function is to add the Gaussian white
noise (with a mean of 0, a standard deviation of 1, and the magnitude controlled by noise factor) into
the cover audio. The noise factor should be set as a small value related to the magnitude of audio
samples. For each sample, Gaussian white noise is multiplied by the noise factor and then added to
clean cover audios to obtain diversified cover audios. Fig. 2 shows an example, including the clean
cover before noise addition, the diversified cover after noise addition, and the difference between them.

MP3 compression. MP3 compression is an entirely different way compared with noise addition
to diversifying input samples. For the convenience and efficiency of storage and transmission, raw
audio signals in lossless format (such as WAV) are compressed into the lossy format in most cases,
such as MP3. More specifically, MP3 is one of the widely-used compression techniques. It contains
several steps, including framing and sub-band filter, psycho-acoustic model, modified discrete cosine
transform, quantization, Huffman encoding, and bitstream formatting.

For an audio file, its bit rate depends on the sampling rate. For instance, if the sampling rate
and bit depth of an audio file are 16 kHz and 16-bit, its bit rate is 256 kbps. The compression ratio
is defined to control the strength of lossy compression, which denotes the ratio of the original bit
rate to the compressed bit rate. It should be noted that the degradation of the original audio signal
caused by MP3 compression is related to the compressed rate and the properties of local contents. The
increment of training samples’ diversity aims to improve adversarial attacks’ transferability against
unseen detection networks, which pay more attention to high-frequency components. Therefore, the
compression ratio of constructing diversified cover audios is set to 1.0, 2.0, and 3.0, respectively. Fig. 3
shows an example, including the clean cover before MP3 compression, the diversified cover after MP3
compression, and the difference between them.
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3.2 Generation Method for Universal Adversarial Perturbation of Audio Steganography

Universal adversarial perturbation is an effective type of adversarial attack, which can fool deep
neural networks into making misclassification for different input samples with a single perturbation.
Moosavi-Dezfooli et al. [34] first proposed a greedy algorithm to obtain such perturbations for image
classification tasks by aggregating perturbation vectors. Abdoli et al. [35] extended this idea and
designed a novel penalty formulation to find universal adversarial perturbations for audio classifica-
tion systems. Inspired by these ideas, a universal adversarial perturbation for audio steganography is
attempted to develop. In this subsection, the generation method for universal adversarial perturbation
of audio steganography is presented.

The critical point is to obtain universal adversarial perturbation (UAP), which can fool the target
detection network on diversified secret audios. The diversified secret audio is obtained by embedding
the secret message into the corresponding cover audio by a specific audio steganography method, such
as LSBM [32]. The problem of calculating the UAP can be defined as making the target detection
network misclassify secret audios. The perturbation is called “universal” because a single perturbation
can enhance different cover audios. Therefore, two constraints are considered to construct the UAP:

vl <e 2)

where v denotes the UAP and e denotes the threshold for the maximum norm of the perturbation to
control its magnitude. The second constrain is formulated as follows:

P{N(8) =c} = d A3)

where N denotes the detection network, s denotes diversified secret audio, and d denotes the desired
success rate of attacks. P denotes the probability of misclassifying the diversified secret audio as a
cover sample. The detailed procedure for calculating the UAP is presented as follows and listed in
Algorithm 1. Here, ¢, denotes the label of cover audio, which is set as 0, while ¢, denotes the label of
secret audio, which is set as 1.

The UAP is initialized as a zero vector, whose size is consistent with the secret audio, and then
updated iteratively.

During one iteration, for each diversified secret audio, the perturbed vector obtained by adding
the UAP into the diversified secret audio is fed into the target detection network. On the one hand, if
the UAP cannot fool the target detection network to misclassify the secret audio as a cover sample, a
new perturbation to update the UAP is calculated according to Eq. (4):

V¥ <« argmin ||v,||,

SENGS+vV+VY,) =c¢ )

where v, denotes the updated UAP, and v+ denotes the minimum UAP.

Existing generation methods of adversarial examples can obtain the updated UAP. Here, this paper
selects DeepFool [14] to obtain the minimum UAP, which considers the magnitude of the perturbation
and attack performance. More details can be found in [14]. Then, the obtained minimum perturbation
is added to the current UAP to update its value, which can push the perturbed vector toward the target
side of the decision boundary of the detection network in the feature space.

On the other hand, if the current perturbation can fool the detection network successfully, the
value of m (the number of misclassified samples) will be increased by one. Besides, the final minimum
UAP should be adjusted based on the first constraint about the magnitude, which can be formulated
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as the projection on the maximum norm ball with the magnitude constraint and centered at 0. It is
shown in Eq. (5):
P (V) = argmin ||V —r||,

T

s.trll, <eandV =v4 Vv %)

The optimization problem Eq. (5) is solved by comparing the absolute value of each element in
the final optimal perturbation (v') with the magnitude constraint. If the absolute value is smaller than
the magnitude constraint, the element in the final optimal perturbation keeps unchanged. Otherwise,
the element is updated by the magnitude constraint with its current sign. The result of Eq. (5) is the
final perturbation for diversified secret audios and is denoted as UAP (v) in this iterative optimization
process.

At the end of an iteration, for the final optimal perturbation, the attack success rate (ASR) is
calculated where ASR=mi/t. m denotes the number of misclassified samples, while # denotes the number
of all samples during one iteration. When the ASR on perturbed secret audios exceeds the desired
success rate of attacks, the iterative optimization of the UAP is finished, which can be shown as follows:

ASR (V) > d (6)

Besides, when the iteration number u reaches the maximum value L, the algorithm stops and
outputs the UAP. Otherwise, it starts a new iteration.

Algorithm 1 Generation method for universal adversarial perturbation of audio steganography
Input: diversified secret audios (s) (¢ is the total number of diversified secret audios), the target detection
network (N), the allowed magnitude constraint (e), the desired success rate of attacks (d), and the
maximum number of iterations (L ).

Output: universal adversarial perturbation (v).

1: Initializev=0,m=0,u=0

2: while ASR (v) <dandu < L do

3:  for each s of the diversified secret audios do

4 if N (s+ V) # ¢, then

5 /I Compute minimal perturbation that leads to misclassification
6: v < argmin, [V ][, s.t.N (S +V+V,) = ¢

7 /I Update the perturbation v

8 V< P(V+V)

9: elsem: =m+1

10: end if

11:  end for

12:  ASR <« m/t
13: wu: =u+1
14: end while

3.3 Perturbation Ensemble Method

It has been studied that a strong adversarial example can achieve a high success rate in the white-
box attack scenario, where detection networks are known for the proposed task. However, the attack
performance usually declines when detection networks are unknown, which infers poor transferability.
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In this framework, the perturbation ensemble method (PEM) is designed to further improve the
transferability of black-box attacks by integrating UAPs generated by different detection networks
with heterogeneous architectures. More specifically, the framework of the perturbation ensemble
method is shown in Fig. 4. PEM can fuse the features of different UAPs to overcome the shortage
of transferability for a single UAP. The construction of an ensembled UAP (v,) can be formulated as
follows:

K
vV, = Z a; *Vv; (7)
i=1

A 4

UAP Generator 1 ——> m —
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Figure 4: The framework of the perturbation ensemble method

where a; denotes the weight of v; and v, is the UAP generated for the ith detection network. K denotes
the total number of detection networks. In this work, three state-of-the-art audio detection networks
with heterogenous architectures, including ChenNet, LinNet, and BSNet, are utilized to generate the
ensembled UAP. These three different UAPs generated based on ChenNet, LinNet, and BSNet are used
to obtain four types of ensembled UAPs, including ChenNet 4+ LinNet, LinNet + BSNet, ChenNet
+ BSNet, and ChenNet + LinNet + BSNet. More specifically, ChenNet applied convolutional layers
with the fixed parameters of high-pass filters to suppress audio content and adaptively captured the
slight modification caused by embedding secret messages. Besides, a mixture of the convolutional layer
and max pooling layer was used to perform subsampling to achieve good representations and prevent
overfitting. LinNet designed a high-pass filter (HPF) layer to expose steganographic artifacts and a
Truncated Linear Unit (TLU) as the activation function. BSNet applied bit-plane separation, weight-
standardized convolution, and channel attention to develop a CNN with better detection performance.

4 Experiment Results and Analysis

In this section, extensive experiments are conducted to verify the feasibility and effectiveness of
the proposed method.

4.1 Dataset

In the experiment, the audio dataset is constructed based on the TIMIT speech corpus [36], which
consists of 6,300 raw audio files stored in the WAV format with 16 kHz and 16-bit quantization.
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The preprocessing procedure of the dataset is the same as that of BSNet. First, audio samples whose
duration is shorter than 1 sec are discarded. Consequently, 6,298 speech audios are valid. Then, for
each speech audio, ten audio chunks with a one-second duration are randomly extracted. Finally,
62,980 audio samples are obtained. The audio samples are divided into two subsets for training and
testing with a ratio of 3:2. The training subset is used to generate the UAP, while the testing subset is
used to evaluate the security performance.

4.2 Evaluation Measure

In this work, the typical metric of cover enhancement is adopted to evaluate the performance,
namely missed-detection probability (P,,). It has been mentioned that cover enhancement is used to
fool the detection network and improve the security of steganography, where the detection of audio
steganography can be treated as a binary classification task. Specifically, cover audios and secret audios
are negative and positive samples, respectively. Therefore, P,, refers to the proportion of secret audios
misclassified as cover audios overall secret audios, which is computed as:

F
Pm=_ 8
3 ®

where F denotes the number of secret audios misclassified as cover audios while S denotes the total
number of secret audios. When the value of P, is larger, the detection network is more likely to
misclassify secret audios as cover audios, which indicates the better security of steganography methods.
Please note that this paper didn’t consider the detection error rate of cover audios (negative samples)
since cover enhancement is not conducted on cover audios.

The Signal-to-Noise Ratio (SNR) is applied as the metric to evaluate the noise level concerning
the original signal. It can also measure the level of distortion of the signal after adding the UAP. This
metric is measured in dB and computed as follows:

il ©)
w (Y)

where x denotes the audio signal and y denotes the noise signal. P, is the function to calculate the

power of a signal, which is defined as:

SNR (x,y) = 201log,,

P, (y) =

1 N
5 2y’ (10)

where y(n) donates the nth component of a vector. A higher value of SNR indicates a slighter distortion
caused by the perturbation.

4.3 Experimental Settings

In experiments, three state-of-the-art audio detection networks, including ChenNet, LinNet,
and BSNet, are utilized to evaluate security performance. Besides, two typical audio steganography
methods are considered, including LSB matching (LSBM) [32] and LSB replacement (LSBR) [37].
These LSB-based algorithms leveraged a scattered mode to embed secret messages in random order
with a seed value. Besides, two embedding rates are considered, including 1.0 bps (bit per sample) and
0.5 bps for steganography algorithms.

To the authors’ best knowledge, the proposed method is the first work to conduct cover enhance-
ment for audio steganography. Therefore, in the comparison experiment, this paper constructed a cover
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enhancement method based on FGSM [27], which extended a cover enhancement method of image
steganography [30] from two-dimensional data (grayscale image) to one-dimensional data (audio).
Besides, the advantage of the proposed method is also evaluated by comparing the enhanced covers
using the proposed UAP with their original version.

The magnitude constraint is set to 10 for target and black-box attack scenarios according to the
range of elements in audio samples with 16-bit quantization. The maximum number of iterations is
only set as 10, considering the balance of time efficiency and attack performance. The fusion weight
is set to 1.0 for all networks in the perturbation ensemble method.

4.4 Performance Evaluation of Universal Adversarial Perturbation

In this section, the performances of UAP (without SDS and PEM) are evaluated for attacking
known and unknown detection networks, respectively. Then, the SNR and the time efficiency of the
proposed method are also evaluated.

4.4.1 Attacking Known Detection Networks

In the proposed method, the generation method of UAP for audio steganography is one of the
significant contributions. This paper compares UAP with the modified version of cover enhancement
based on typical FGSM [27] to deal with one-dimensional data (audio) to prove the security perfor-
mances of UAP in cover enhancement. Table 1 shows the security performances of cover enhancement
methods for different steganography methods against target detection networks. The better results are
in bold.

Table 1: Security performances (P,,) by applying different cover enhancement methods

Cover enhancement  Steganography  Detection networks 0.5 bps 1.0 bps

ChenNet 0.0572 0.0148

LSBM LinNet 0.2085 0.1239

. BSNet 0.0951 0.0472
Baseline

ChenNet 0.0294 0.0113

LSBR LinNet 0.2435 0.0921

BSNet 0.0759 0.0443

ChenNet 0.8024 0.8214

LSBM LinNet 0.8550 0.7630

FGSM [27] BSNet 0.7761 0.6975

ChenNet 0.7763 0.8136

LSBR LinNet 0.8027 0.8176

BSNet 0.6249 0.6417

(Continued)
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Table 1: Continued
Cover enhancement  Steganography  Detection networks 0.5 bps 1.0 bps

ChenNet 0.8569 0.8906
LSBM LinNet 0.8209 0.8220
BSNet 0.7449 0.7618

UAP (P d
(Proposed) ChenNet 0.8364 0.8740
LSBR LinNet 0.8726 0.8785
BSNet 0.6731 0.6987

In the column of cover enhancement, “Baseline” refers to embedding secret messages without
cover enhancement. “FGSM” refers to the FGSM-based cover enhancement method. “UAP” refers
to the proposed cover enhancement method only applying UAP. Here, the magnitude of perturbation
generated by FGSM is 10, which is identical to that of UAP. Since cover enhancement is not conducted
on cover audios considering practical conditions, this paper didn’t present the detection error rate of
cover audios. As shown in Table 1, the distinct improvement of P,, demonstrates the superiority of
UAP, even when the proposed SDS and PEM are not applied in this experiment. According to the
results in Table 1, three observations can be concluded:

e The P, of UAP is larger than FGSM and Baseline in almost all cases, which indicates better
security. The security performance of “Baseline” (without cover enhancement) is much worse
than two cover enhancement methods, including FGSM and UAP, for all detection networks.
This result infers that it is significant to conduct cover enhancement for audio steganography.
The proposed method can achieve a distinct improvement compared with FGSM. For example,
the P, of this method is larger than that of FGSM by about 7% for LSBM with the 1.0 bps
embedding rate against ChenNet. It demonstrates the iterative generation strategy of UAP is
more efficient in obtaining adversarial perturbation for audio steganography.

e The improvements achieved by applying cover enhancement methods for ChenNet in different
cases are greater than those of LinNet and BSNet. It may be due to the fact that the network
structure of ChenNet is relatively simple and more likely to be attacked. For ChenNet, the
improvements of two enhancement methods are nearly 80% more than Baseline in all cases,
while for two other detection networks, the average improvements are about 66%.

e For all given steganography methods, the improvements of P, achieved by applying cover
enhancement methods increase when the embedding rates are enlarged. It is because higher
embedding rates lead to modifying more data points in audio samples, which become easier to
be identified by detection networks.

4.4.2 Attacking Unknown Detection Networks

In existing methods, the adversarial perturbation is generated based on one target detection net-
work. Considering practical applications, the steganography detectors may apply different networks
for analysis. Therefore, it is important to evaluate the attack transferability against unknown detection
networks. In this experiment, the typical method LSBM with 1.0 bps is considered. Table 2 presents the
security performances of cover enhancement methods for attacking unknown detection networks. The
better results are in bold. Networks used to generate the UAP (N,) are listed in the second column, and
networks used to evaluate the security performance (N,) are listed in the first row. In Table 2, the results
in black-box attack scenarios are presented in the off-diagonal positions for each cover enhancement.
The following observations are obtained, comparing the results in Tables 1 and 2:
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e The P, of UAP is better than those of FGSM and Baseline in most cases, which infers better

transferability of attacks. The security performances of Baseline are slightly better than the two
cover enhancement methods based on adversarial attacks except when N, is ChenNet and N, is
LinNet. This phenomenon may be due to the fact that the network architecture of LinNet can
be regarded as an advanced version based on ChenNet, which may suffer from the overfitting
problem of adversarial perturbations to cause negative transferability. For the proposed UAP,
the most significant improvement of P, is achieved when N, is LinNet and N, is BSNet, higher
than FGSM by about 9%.

Although UAP can improve transferability in most situations, the improvement of transferabil-
ity for different networks is dissimilar. For example, when N, is LinNet and BSNet, and N, is
ChenNet, the P, is increased by 0.4232 and 0.3641, respectively. This result demonstrates that
it is easier to attack LinNet. It may be because the structure of HPF in LinNet contributes to
good performances in preventing overfitting, whose UAP has the best transferability among
these three detection networks.

The P,, values for unknown networks are worse than those for known networks, as shown in
Table 1. It is reasonable that the target UAP owns some typical features from target networks,
where the prior knowledge of these target networks can improve the security effectively by
adding adversarial perturbation.

Table 2: Security performances (P,) by applying different cover enhancement methods against
unknown detection networks

Cover enhancement N, N,
ChenNet LinNet BSNet
ChenNet - 0.1239  0.0472
Baseline LinNet 0.0148 - 0.0472
BSNet 0.0148 0.1239 -
ChenNet - 0.1054 0.1293
FGSM [27] LinNet 0.3544 — 0.5221
BSNet 0.2971 0.2439 -
ChenNet - 0.1065 0.1722
UAP (Proposed) LinNet 0.4380 - 0.6078
BSNet 0.3789 0.2660 -

4.4.3 Performance Evaluation of SNR

In this experiment, SNR values are calculated for different methods. The results are presented

in Table 3, and better ones are in bold. SNR is evaluated in dB, given by Eq. (9). Generally, the
noise is considered imperceptible for human ears when its SNR is equal to or greater than 20 dB
38]. As shown in Table 3, the values of SNR for UAP are higher than those of FGSM. It infers
the distortions introduced by UAP are slighter. For example, when ChenNet is considered the target
detection network, the mean SNR value of UAP is about 29.64 dB, while the mean SNR value of
FGSM is only 15.66 dB. The improvement of UAP is contributed to the constraint of the perturbation’s
magnitude as defined in Eq. (2).
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Table 3: SNR values and time efficiency for different steganography methods against target detection
networks

Detection networks  Steganography Cover 0.5 bps 1.0 bps
h t
CHNANCEment  SNR (dB) Time(s) SNR (dB) Time (s)
ChenNet 15.68 2,573.94 1544 2,643.20
LSBM LinNet 17.30 2,318.64 17.49 2,524.37
FGSM [27] BSNet 14.37 2,348.52  14.05 2,412.63
ChenNet 16.23 2,648.61 15.28 2,561.83
LSBR LinNet 17.27 2,243.82  16.37 2,467.31
BSNet 13.97 2,282.61 14.16 2,840.19
ChenNet 28.83 496.72 29.22 424.67
LSBM LinNet 18.27 692.66 19.13 631.53
UAP (Proposed) BSNet 15.72 796.49 24.68 864.20
ChenNet 30.74 462.18 29.77 439.72
LSBR LinNet 17.06 704.97 19.30 668.49
BSNet 33.95 729.61 29.94 817.92

4.4.4 Performance Evaluation of Time Efficiency

It is also significant to evaluate the time efficiency of constructing adversarial audios, especially
for practical applications. In this experiment, the time efficiency of generating adversarial perturbation
is considered. Table 3 presents the time cost of generating the perturbation on the training dataset for
UAP and FGSM [27], respectively. It can be observed that the average time cost of UAP generation
is almost 644.10 s, while the average time cost of FGSM perturbation generation is 2,488.81 s. It
illustrates that the speed of UAP generation is much faster, nearly four times faster than the FGSM
method. In addition, the proposed algorithm only needs to generate one single universal adversarial
perturbation to deal with different testing samples at the evaluation stage, which is an important
advantage in practical applications.

4.5 Performance Evaluation of Sample Diversification Strategy

Performances of sample diversification strategy (SDS) are evaluated in this section, which contains
security performance evaluation and SNR evaluation.

4.5.1 Performance Evaluation of Security

In this subsection, the transferability of two approaches and their combination for SDS are
evaluated, including noise addition and MP3 compression. The results of SDS with Gaussian white
noises are first evaluated, and different noise factors are considered. The LSBM with 1.0 bps is
considered for audio steganography. The results of security performance (P,,) are presented in Table 4,
where noise factors are 0.002, 0.004, and 0.006, respectively. Networks used to generate the UAP (N,)
are listed in the second column, and networks used to evaluate the security (NV,) are listed in the first
row. The better results are in bold, and the second best is underlined. It can be observed that SDS has
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a positive influence on security in most cases. More specifically, the improvements of P,, are various
for different combinations of the UAP generator and detection network. It should be noted that the
security performance cannot be improved by simply increasing the magnitude of the noise factor.

Table 4: P,, with different noise factors in noise addition of SDS against unknown detection networks

Noise factor N, N,
ChenNet LinNet BSNet
ChenNet - 0.0765 0.1722
Clean LinNet 0.4380 - 0.6078
BSNet 0.3789 0.2660 —
ChenNet - 0.0843 0.1852
0.002 LinNet 0.6215 - 0.7301
BSNet 0.3812 0.2680 -
ChenNet - 0.0823  0.1980
0.004 LinNet 0.6056 - 0.6749
BSNet 0.3887 0.2780 -
ChenNet - 0.0790  0.2132
0.006 LinNet 0.5710 - 0.6813
BSNet 0.2969 0.2793 -

Then, the P,, of applying SDS with the MP3 compression approach is presented in Table 5, where
compression ratios are set as 1.0, 2.0, and 3.0, respectively. In general, SDS with MP3 compression
also has a positive impact on security performance. Besides, it can be found that the values of P,, are
higher when the compression ratio is set as 1.0 instead of 2.0 and 3.0 in most cases. It may be that
the large compression ratio leads to more severe distortions of training samples which are harmful to
the transferability. Therefore, the compression ratio is set to 1.0 for MP3 compression in this method.
For the results in Tables 4 and 5, SDS with noise addition and MP3 compression can both be used to
improve the transferability compared with the results in Table 2.

This paper also explores the results of SDS, considering the combination of noise addition and
MP3 compression. In Table 6, the results of different versions of SDS are presented, including 1) SDS
is not used, referred to as “Clean” (no noise addition and no MP3 compression); 2) Noise addition
(with noise factor 0.002); 3) MP3 compression (with compression ratio 1.0); 4) Noise addition + MP3
compression (first conduct noise addition, then conduct MP3 compression); 5) MP3 compression +
Noise addition (first conduct MP3 compression, then conduct noise addition) for attacking unknown
detection networks. The best results are in bold, while the second-best results are underlined.

It can be observed that the values of P,, for different SDS methods are mostly better than those
without sample diversification. Besides, the improvements of different SDS approaches are varied
and related to the order of applying different processing operations, namely noise addition and MP3
compression. Specifically, most of the P, values with “Noise addition + MP3 compression” are
better than those of “MP3 compression + Noise addition”. In fact, how to design the preprocessing
operations to conduct the sample diversification is still an open issue in the field of adversarial attacks.
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Table 5: P,, with different compression ratios in MP3 compression of SDS against unknown detection
networks

Compression ratios N, N,
ChenNet  LinNet  BSNet
ChenNet - 0.0765 0.1722
Clean LinNet 0.4380 - 0.6078
BSNet 0.3789 0.2660 -
ChenNet - 0.2973 0.1766
1.0 LinNet 0.4059 - 0.7136
BSNet 0.3798 0.3373 -
ChenNet - 0.2780 0.1651
2.0 LinNet 0.4472 - 0.7368
BSNet 0.3794 0.2943 -
ChenNet - 0.3100 0.1746
3.0 LinNet 0.4433 - 0.7149
BSNet 0.3312 0.3030 -

Table 6: P,, for attacking unknown detection networks with different sample diversification strategies
(SDS)

Sample diversification strategy N, N,
ChenNet  LinNet  BSNet
ChenNet - 0.0765 0.1722
Clean LinNet 0.4380 - 0.6078
BSNet 0.3789 0.2660 -
ChenNet - 0.0843 0.1852
Noise addition LinNet 0.6215 - 0.7301
BSNet 0.3812 0.2680 -
ChenNet - 0.2973 0.1766
MP3 compression LinNet 0.4059 - 0.7136
BSNet 0.3785 0.3373 -
ChenNet - 0.2610 0.1717
Noise addition + MP3 compression LinNet 0.4927 - 0.7295
BSNet 0.4288 0.2487 -
ChenNet - 0.1823 0.1635
MP3 compression + Noise addition LinNet 0.4845 - 0.7463

BSNet 0.3255 0.2300 —
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4.5.2 Performance Evaluation of SNR

The values of SNR for different SDS approaches are evaluated in Table 7. In most cases, SNR
values are above or near 20 dB for different combinations of SDS processes. These results infer that
the magnitude of the proposed UAPs is small and is not harmful to the quality of cover samples. It
should be noted that UAPs generated by LinNet have lower SNR than those generated by ChenNet
and BSNet since more iterations of LinNet are required for good transferability in black-box scenarios.
Besides, applying SDS can improve the optimization efficiency of the adversarial perturbations, which
leads to higher values of SNR compared with the adversarial perturbations generated by clean samples
in most cases. It can be regarded as another advantage of the proposed SDS.

Table 7: SNR values for attacking unknown detection networks in sample diversification strategy

N, SDS
Clean  Noise addition MP3 Noise addition + MP3 compression +
compression MP3 compression  Noise addition
ChenNet  29.21 29.59 39.08 38.13 33.56
LinNet 19.13 17.44 18.05 18.14 18.34
BSNet 24.67 25.17 24.85 25.39 25.43

4.6 Performance Evaluation of Perturbation Ensemble Method

Except for improving the transferability of adversarial perturbations by UAP and SDS, this paper
also proposes an ensemble method, as shown in Section 4.6. In this experiment, the performance gain
achieved by PEM is evaluated, and the results are presented in Table &. Three different UAPs generated
based on ChenNet, LinNet, and BSNet are used to obtain four types of ensembled UAPs. Besides, the
SDS approach with “Noise addition + MP3 compression” is considered. The LSBM with 1.0 bps is
used in this experiment. The results are presented in Table 8. The values of P,, for ensembled UAPs
are higher than those of single UAPs in all cases, even when the ensembled UAP is used to attack
an unknown network. For example, the results (clean SDS) of LinNet and BSNet to ChenNet are
0.4380 and 0.3789, as shown in Table 6, respectively, while the result of LinNet+BSNet to ChenNet is
0.5579, as shown in Table &. It infers that the proposed PEM can fuse the features of UAPs generated
by different networks to overcome the shortage of transferability for using a single UAP. It can also be
observed that the performance improvement is various for different combinations of target networks.
Due to the contribution of HPF in LinNet, perturbation combinations containing LinNet can achieve
better performance improvements.

4.7 Comparison with other Steganography Methods

In this experiment, this paper compares the proposed method with other state-of-the-art steganog-
raphy methods, including IA-SPP [13] and PixInWav [39]. More specifically, IA-SPP was designed to
generate enhanced audios, which decomposed the perturbation at the point level and updated point-
wise perturbations iteratively. PixXInWav proposed a novel residual architecture operating on top of
short-time discrete cosine transform audio spectrograms. In this experiment, the security performances
(P,,) are evaluated by comparing different steganography methods against target detection networks,
and the results are presented in Table 9. The LSBM with 1.0 bps is considered for audio steganography.
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Table 8: P, values for attacking unknown detection networks in the perturbation ensemble method
(PEM)

PEM (N,) N,
Sample diversification = ChenNet LinNet BSNet
strategy

ChenNet + LinNet Clean 0.5650 0.7757  0.6596
Noise addition + MP3  0.5839 0.7780 0.7186
compression

LinNet + BSNet Clean 0.5579 0.7920  0.6686
Noise addition + MP3  0.5937 0.7967  0.7465
compression

ChenNet -+ BSNet Clean 0.3473 0.5302  0.5519
Noise addition + MP3  0.4397 0.5593  0.6526
compression

Table 9: Security performances (P,,) by comparing different steganography methods

Steganography ChenNet LinNet BSNet
IA-SPP [13] 0.8512 0.7785 0.6997
PixInWav [39] 0.7922 0.7476 0.6410

UAP (Proposed) 0.8906 0.8220  0.7618

As shown in Table 9, the proposed method can still achieve outstanding security performance
for different detection networks. Compared with other steganography methods like IA-SPP and
PixInWav, the proposed method can obtain the largest value of P,, which infers better security of
the proposed UAP. Besides, it can be observed the improvement of the proposed method for BSNet is
more discriminative, which may be due to the fact that the detection capability of BSNet is stronger
and leads to a more powerful UAP than ChenNet and LinNet.

This paper also evaluates the transferability of different methods against different detection
networks. In this comparison experiment, only IA-SPP is considered since IA-SPP applied adversarial
perturbations to enhance the secret audios, which is similar to this work. However, PixInWav focuses
on constructing a network to generate secret audios, which cannot conduct black-box attack scenarios.
For a fair comparison, PEM is applied to all methods. As shown in Table 10, the proposed method
can still achieve outstanding transferability performance. Compared with the “Baseline” method, the
proposed method and IA-SPP can achieve distinct performance gains by applying adversarial pertur-
bations. Since IA-SPP belongs to a post-processing method of secret audios, whose perturbations may
destroy steganographic information, its results are much worse than those of the proposed method. In
summary, the proposed method can still achieve promising performance compared with other state-
of-the-art methods.
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Table 10: Transferability performances (P,,) by comparing different steganography methods

Steganography ChenNet LinNet BSNet
Baseline (no enhancement) 0.0148 0.1239 0.0472
IA-SPP [13] 0.4862 0.5764  0.6410
Proposed 0.6525 0.7993  0.7494

4.8 The Influence of Different Attack Success Rates

In this experiment, the influence of different desired success rates is evaluated. In the proposed
method, the desired success rate is the threshold of Attack Success Rate (ASR). Specifically, diversified
secret audios in the training subset were obtained by clean SDS, and LSBM steganography is
considered with 1.0 bps. The desired success rate is set from 0.1 to 0.9 with step 0.1, and other
parameters are set as default. Fig. 5 presents the results of ASR and SNR with different rates and
detection networks. It is observed that the values of ASR become higher with the increment of the
desired success rate, while the larger rate can cause lower SNR (worse quality of audio samples).
Different detection networks have similar tendencies, except that the ASR of ChenNet can achieve a
distinct improvement when the rate is 0.4 because of the increment of iterations. Therefore, the desired
success rate is set to 0.9 in this method, considering both the distortion introduced by the perturbation
and attack performance.
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Figure 5: The effect of different desired success rates on the values of ASR (a) and SNR (b) against
different detection networks

5 Conclusion

In this work, this paper proposed a cover enhancement method for audio steganography based on
universal adversarial perturbations with sample diversification. The universal adversarial perturbation
is iteratively constructed based on the adversarial example technique of Deepfool, aiming for the
specific attack success rate as the optimization objective. In addition, the sample diversification
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strategy and perturbation ensemble method are designed to improve the transferability of adversarial
perturbations in black-box attack scenarios.

Extensive experimental results demonstrate that both noise addition and MP3 compression,
two audio processing operations in SDS, contribute to the improvements of transferability against
unknown detection networks. Besides, the security performances of applying ensembled UAPs via
PEM are better than those with a single UAP in black-box attacks. When the cover enhancement
method combines SDS and PEM, the proposed scheme can achieve much better security performances
of audio steganography methods than their original versions. It is very convenient to equip the
proposed audio cover enhancement method with existing audio steganography methods, which is an
advantage in practical applications. In future work, the adaptive weighting methods for perturbation
ensembles will be explored, and more advanced strategies to improve the transferability of adversarial
perturbations will be considered.
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