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Abstract: Text classification is an essential task for many applications related
to the Natural Language Processing domain. It can be applied in many
fields, such as Information Retrieval, Knowledge Extraction, and Knowledge
modeling. Even though the importance of this task, Arabic Text Classification
tools still suffer from many problems and remain incapable of responding to
the increasing volume of Arabic content that circulates on the web or resides
in large databases. This paper introduces a novel machine learning-based
approach that exclusively uses hybrid (stylistic and semantic) features. First,
we clean the Arabic documents and translate them to English using translation
tools. Consequently, the semantic features are automatically extracted from
the translated documents using an existing database of English topics. Besides,
the model automatically extracts from the textual content a set of stylistic
features such as word and character frequencies and punctuation. Therefore,
we obtain 3 types of features: semantic, stylistic and hybrid. Using each time,
a different type of feature, we performed an in-depth comparison study of
nine well-known Machine Learning models to evaluate our approach and used
a standard Arabic corpus. The obtained results show that Neural Network
outperforms other models and provides good performances using hybrid
features (F1-score = 0.88%).

Keywords: Arabic text classification; machine learning; stylistic features;
semantic features; topics

1 Introduction
1.1 Context and Problem Statement

The rapid increase in the amount of data has necessitated the development of automated
classification systems [1]. The data is mostly available in the form of text and images. Text classification
entails classifying texts in one or more pre-defined classes or topics. It is a technique for categorizing
open-ended text into a collection of predetermined categories [2]. Text classifiers can organize, arrange,
and categorize almost any type of text, including documents, medical research, and files, as well
as text found on the internet. For instance, scientific articles in computer science domain can be
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categorized by their topics: Artificial intelligence, software engineering, Cybersecurity, etc. Therefore,
text classification is a basic problem in Natural Language Processing (NLP) that has a wide range of
applications.

NLP is a sub-field of Artificial Intelligence (AI) that helps machines to understand human
language [3]. NLP research dates back to 1950 when Alan Turing wrote the paper titled “Computing
Machinery and Intelligence”. NLP systems are diverse and use technologies such as sentiment analysis,
speech recognition, text summarization, and question-answer systems [4]. Many NLP systems employ
machine learning (ML) techniques. The most common ML methods include Naive Bayes (NB) [5],
Support Vector Machines (SVM) [6], and k-Nearest Neighbor (kNN) [6]. Quite recently, researchers
have applied deep learning (DL) algorithms, such as Convolutional Neural Networks (CNN) [7], auto-
encoders, Recurrent Neural Networks (RNN), Gated Recurrent Units (GRU), and Long Short-Term
Memory (LSTM) [§] for text classification.

Arabic, a morphologically rich language, is the official language of 22 countries and has more than
422 million native and non-native speakers [9]. As such, Arabic text classification has been at center
stage for NLP researchers. For example, Muaad et al. [5] performed Arabic text classification using
various ML algorithms, such as multinomial NB, Bernoulli NB, and SVM. They used five publicly
available Arabic corpora, including BBC, CNN, Open Source Arabic Corpus, Al-Khaleej, and an
Arabic COVID-19 dataset. Muaad et al. [7] compared the performance of ML algorithms with CNN
for Arabic document classification. They also used the Al-Khaleej dataset. CNN got the best accuracy
of 0.98, slightly better than the state-of-the-art approaches. Similarly, Ibrahim et al. [6] studied
Arabic theses and dissertations solely based on their titles. They used multi-classification, where NB
was the most accurate algorithm (0.88) compared to SVM, kNN, and Random forest. Similarly,
Setyanto et al. [8] used word embedding methods, including GloVe and fastText, along with LSTM
for Arabic language opinion mining. The dataset includes 55,000 tweets tagged as positive, negative,
or neutral. LSTM achieved an accuracy of 0.909. In another related research, Boussakssou et al. [10]
developed an Arabic chatbot using seq2seq models. The results were satisfactory and the chatbot was
able to properly communicate with humans.

Even though many research works have tried to handle the task of the Arabic documents’
classification, the proposed models remain incapable to supply good performances and are insufficient
to cover the majority of knowledge fields. In this context, we propose an efficient model for Arabic
document classification.

1.2 Contributions
The main contributions of this work can be summarized in the following points:

Using automatic translation in order to exploit English semantic resources for Arabic.

Using semantic topics as features for the classification.

Conducting a comparative study of a set of nine Machine Learning algorithms.

Carrying out a comparative study of three types of features: stylistic, semantic, and hybrid.
Proposing a generic model that can be applied to any knowledge field (sport, medicine, art,
etc.).

1.3 Paper Organization

In this paper, we aim to develop an approach for Arabic text classification while employing ML
and a combination of stylistic and semantic features. Although a lot of research is available for Arabic
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text classification, to the best of our knowledge, we know of no previous research involving topics-
based features to improve classification accuracy. Therefore, an English dataset comprising 110 diverse
topics is used. The rest of the paper is organized as follows: Section 2 presents a thorough literature
review. The proposed model is provided in Section 3, whereas the experiments are provided in Section 4.
Section 5 discusses the results and Section 6 concludes the paper along with providing some future
directions.

2 Related Work

Automatic classification of texts assembles documents that resemble each other according to
specific criteria. There are two types of criteria: observable (the type of document, year, discipline, and
edition) and content (topics and writing style). The task of text classification has been experiencing a
strong resurgence of interest due to the increasing growth of available digital documents and data and
the need to classify them effectively. Moreover, there is a gigantic Arabic text available online. Given
the fact that Arabic is the fifth most spoken language in the world with more than 6.0% of the people
in the world speaking Arabic [11], the necessity for organizing and classifying these texts has also
emerged. Text classification is generally a task that assigns one or more categories from a predefined
list to a document. These categories or labels can be selected from a predefined list or automatically
extracted by the system.

Arabic text classification is a lively field of research, and automating this task has become a
challenge for the Arabic NLP scientific community. Consequently, various research works have evolved
considerably over the past few years [12-14], and several new models have appeared. In the following
paragraphs, we provide an overview of Arabic text classification.

The initialization of work directed at Arabic text classification might date back to the pioneer
works proposed by El-Kourdi et al. [15], Sawaf et al. [16], E1 Halees [17], and Abdeen et al. [18].
In particular, in the work by EI Kourdi et al. [15], a Naive Bayes classifier has been trained on
non-vocalized Arabic web documents (300 in number) for classification to a specific class from a
set of five pre-defined categories. Sawaf et al. [16] have looked into Arabic text classification using
statistical methods for text analysis for document clustering on the Arabic newswire corpus. However,
the morphology of Arabic is a critical issue in any statistical document processing work. When
employing classification or clustering on a word level, morphological analyzers are crucial. The sparse
data problem is something we have to cope with when employing full-form terms. Morphological
analysis can help to solve this problem. Full morphological analysis based on language information
and a complicated set of rules is one feasible technique. To deal with morphological processing,
Sawaf et al. [16] took a different technique using character n-grams or the use of sub-word units for
developing a morphological analyzer. El-Halees [17] has introduced a comprehensive comparative
study on the classification of Arabic text. Various well-known classifiers such as Naive Bayes, SVM,
Maximum Entropy, Artificial Neural Networks (ANN), and kNN were compared with unified
datasets and experimental settings applying feature selection on Arabic datasets.

The majority of work that followed the aforementioned three pieces of initial research tended to
employ a built-in Arabic dataset with various sizes and contents, with the Internet websites as their
major source of data [19,20], and then utilize a known ML algorithm as a classifier. For example,
Abdeen et al. [21] classified the Arabic text’s Internet content using 40 Gigabytes of data divided
into five categories, namely culture, economics, religion, sports, and politics. The Naive Bayes and
kNN methods were then used for training the models. Similarly, Alsaleem [22] tested NB and SVM
algorithms on various Arabic data indexes. The experimental results revealed that SVM outperformed
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the NB. Duwairi et al. [23] proposed three feature reduction approaches for Arabic text, namely,
stemming, light stemming, and word clusters. Stemming is the process of reducing words to their stems.
By contrast, light stemming eliminates common affixes from words without reducing them to their
stems. Word clusters divide synonyms into groups, each represented by a single word. The impact of the
aforementioned three strategies were explored and analyzed on the kNN classifier. The goal of using
prior methods is to reduce the size of document vectors while maintaining classifier accuracy. Three
Feature Subset Selection (FSS) metrics were examined in another investigation done by Mesleh [24].
The author examined the impact of component selection measurements on classification accuracy.
Overall, it was demonstrated that the Odd Ratio (OR) performed better than others. Several studies
then looked at alternative approaches, including n-gram and separate distance measurements, and
their effect on Arabic text classification. Elhassan et al. [25] discussed the paucity of freely available
Arabic corpora. They also focus on many kinds of research on the subject of Arabic text classification
and depict a logical picture of its approach as well as a camper the evaluation of text classification
strategies that were used.

Recently, Arabic text classification using DL techniques has become the main theme for dealing
with Arabic text classification challenges. For instance, on different sizes of datasets, Boukil et al. [11]
used the Term Frequency-Inverse Document Frequency (TF-IDF) with CNN. Moreover, El-
Alami et al. [26] proposed a DL-based technique that uses a deep-stacked autoencoder using word-
count vectors as input. In the pre-training step, they used Restricted Boltzmann Machines (RBM),
then unrolled the model to create the deep network, before using backpropagation in the fine-tuning
stage. They employed various traditional ML algorithms such as NB and SVM to find that deep
autoencoders performed well in Arabic text categorization, particularly for SVM. For sentiment
analysis of Arabic tweets utilizing feature weighting, Altaher [27] presented a hybrid technique based
on deep learning. They chose the most frequently occurring terms in tweets using TF-IDF for feature
selection, and then utilized features weighting to choose the most significant characteristics. The results
showed that their hybrid technique was feasible and outperformed SVM and other classifiers in terms
of accuracy, precision, and efficiency. Galal et al. [12] focused on categorizing Arabic text using CNN
as well as taking into account how well it performed in many NLP tasks. They also proposed a novel
technique GStem that grouped similar Arabic words based on additional Arabic letters and word
embedding distances. Using GStem as a pre-processing stage enhances the accuracy of the CNN
model because the number of separate terms is reduced. Moreover, Elnagar et al. [13] proposed two
new large corpora, SANAD and NADIiA. The authors investigated the impact of utilizing the word
embedding models [28,29] to improve the efficiency of categorization tasks. The results indicated that
the Convolutional-Gated Recurrent Unit (GRU) had the lowest efficacy and the attention-GRU had
the greatest.

Most recently, a supervised feed-forward DL technique was proposed by Sundus et al. [14].
The TF-IDF of datasets is sent into the first layer of the deep network. They then adopted a
supervised logistic regression. The experimental investigations revealed a significant improvement in
classification efficiency and time spent creating the DL model compared to logistic regression. The
findings revealed that using DL classification models to solve the problem of Arabic text categorization
is quite promising. Moreover, Alhawarat et al. [30] proposed a CNN multi-kernel architecture along
with word embedding to classify Arabic news items. In particular, a novel model named Superior
Arabic Text Categorization Deep Model (SATCDM) was introduced. Their approach achieves
promising results with various publicly available datasets on Arabic text classification. Furthermore,
Gwad et al. [31] presented a Long Short-Term Memory (LSTM), a common type of Recurrent Neural
Network (RNN) to evaluate Arabic tweets. They demonstrated that LSTM outperforms classic pattern
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recognition techniques in terms of lower parameter calculations, reduced working time, and improved
efficiency. Likewise, a Bag-of-Concepts and deep autoencoder representations were presented by El-
Alami et al. [32] for Arabic text categorization. It uses Chi-Square methods to identify the most
informative characteristics and includes explicit semantics based on Arabic WordNet. To create high-
level representations, multiple stacks of Restricted Boltzmann Machines (RBMs) were applied to text
vectors. The features are then fed into a deep autoencoder for classification.

In the same context, many researches were oriented towards improving feature selection tech-
niques for Arabic text classification. Any improvement in feature selection techniques will necessarily
improve classifier performance. In order to enhance the classification process, the authors in [33
used an improved Chi-square for reducing the huge number of possible features that can be used
for classifying Arabic documents. For the same purpose, Chantar et al. [34] proposed an approach
based on the binary Grey Wolf Optimizer (GWO) to decrease the higher complexity of the feature
selection task. The findings show that combining the proposed features selection approach with an
SVM provides good performance. Furthermore, Marie-Sainte et al. introduced in [35] a new firefly
algorithm for feature selection dedicated to Arabic documents. The new algorithm was applied with
an SVM on an Arabic documents corpus and achieved good results.

To improve the classification quality, many researchers investigated many types of approaches’
combinations in order to find the most suitable for the Arabic language. Abuhaiba et al. [36] built
four classification models using different combination techniques. The obtained results show that
combining many classification algorithms can enhance the Arabic text classification task. In the same
context, authors in [37,38] combined CNN, KNN, SVM, and many other approaches using efficient
feature representation techniques. In fact, they used light stemming [37] and the word frequency [38]
for the features selection task.

Despite the success in Arabic text classification achieved by the aforementioned proposed research
on various datasets, to the best of our knowledge, no prior work has ever examined the introduction
of semantic indicators for better classification and topic modeling. As such, the proposed work in this
paper addresses the problem from this perspective.

3 Proposed Model

In this section, we introduce our proposed approaches for Arabic text classification. To achieve
this objective, we propose three models: a stylistic model using statistical features, a semantic model
using topics-based features, and a hybrid model that combines stylistic and semantic features. Since
there is no Arabic linguistic resource for extracting semantic features, we started with translating
Arabic documents into English using online Google Translate. Practically, the original text undergoes
a sequence of processes till providing the decision by the system.

3.1 Automatic Translation to English

Currently, translation tools have become performant and provide good results since they rely
on semantic resources that make translation tasks more relevant and reflect the true meaning of
the original language. Nevertheless, some information will be lost in this stage, especially for such
arich language as Arabic. Table | shows an example of two documents extracted from the dataset and
translated from Arabic to English using an online Google Translator implemented with Python.
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As shown in Table 1, the translation quality is good and mostly maintains the real meaning of the
original text. Moreover, it avoids, as much as possible, any information loss that can affect the quality
of any further process. After translating the Arabic document to English, a sequence of preprocessing
tasks will be applied to the text.

Table 1: Samples of documents translated from Arabic to English using online Google translator

Arabic document English translation Class
o lelae peaisy Wi (5 s | usl 4S5 5aY) : : :
.- , . .1 American star Oprah Winfrey decided not to Culture
LY aanadidl sl ae cilee J cll O (
S & o limit her work to art but worked with a

) e el 18 e maans LA (e s - .
‘::;Jm aliaall uJ Jiial) specialist to launch a new type of tea that will

become available starting next month in the
Starbucks chain of cafes.

aadile 53U () Ailday 3 dpedle) 8 ol . .
o 3l dsie Cual gy (5 5ty Sl gy According to British media reports, Sports
3 v Sl aalea gle o ol shil iyl Manchester United have set their sights on
o Y1 8l o) (g a2 )l e iyl contracting Atletico Madrid striker Antoine
e ia gl gl Griezmann, despite the extension of the latter’s
contract with the Madrid club until a year &
Sports

3.2 Text Preprocessing

Since our proposed approach is mainly articulated around a matching process between the
document to classify and the topics’ dataset, cleaning and preprocessing processes should be applied
to the target English document. This process aims to restore words to their standard forms and passes
through three main operations:

e Make lower: converts the text to the lower case (not capitalized).

e Text cleaning: removes emojis and emoticons, numbers, and stop words.

e Text lemmatization: groups together the variations and the inflected forms of a given lexical
unit so they can be treated as a single token.

Table 2 shows an example of a preprocessed sentence transformed from a raw state to a cleaned
and lemmatized text.

Table 2: Example of text preprocessing

Steps Sentence

Raw text 1 Arsenal striker, olivier giroud, said that the option to leave the club still exists
amid interest from AC milan west ham everton and marseille in his services.

(Continued)
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Table 2: Continued

Steps Sentence

Make lower 1 Arsenal striker, olivier giroud, said that the option to leave the club still exists
amid interest from ac milan west ham everton and marseille in his services.

Text cleaning Arsenal striker olivier giroud said option leave club still exists amid interest ac
milan west ham everton marseille services.

Lemmatization Arsenal striker olivier giroud say option leave club still exist amid interest ac

milan west ham everton marseille service.

3.3 Features Extraction

After cleaning the text and reducing words to their standard (base) form using a lemmatization
process, we extract the features that will be learned from the ML models.

3.3.1 Stylistic Features

Our first proposed model is purely based on statistical (stylistic) features. In fact, using such types
of features ensures many advantages for the model. The first advantage is that the model is independent
of any language and corpus. Moreover, extracting stylistic features remain a simple task that does not
need complex treatment. Table 3 presents the list of stylistic features used in this work.

Table 3: Stylistic features

Feature Description

Characters-count Number of characters per document

Words-count Number of words per document

Short-words-count Number of short words (having only 3 characters)
Long-words-count Number of long words (having 6 or more characters)
Hapax-leg-count Number of words that occur only once (hapax legomena)
Hapax-disleg-count Number of words occurring twice (hapax dislegomena)
Punctuation-count Number of punctuation marks (?!;,” 7”7 ...)

3.3.2 Semantic Features

Basically, our idea is to classify documents according to a set of stylistic and linguistic indicators
that can determine their topics. To this purpose, we used an available English dataset of topics, named
SEMCAT dataset’', that contains 6500 words semantically grouped under 110 topics (such as animal,
art, baseball, car, and school) [39]. Each topic of this dataset contains a set of words that describe its
category. Then, documents were cleaned and lemmatized in order to restore them to their standard
forms. After preparing the document text, we generate a 110-dimensional vector containing the weight
of each topic in this document. The weight of a given topic corresponds to the sum of occurrences of
common words between the document and the file describing the topic in the dataset. Finally, the ML
model classifies the document based on its vector.

Thttps:/github.com/avaapm/SEMCATdataset2018.
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The stepwise implementation of the proposed model is provided in Algorithm 1. As explained
in the algorithm, we extract for each document a 110-tuple of numbers denoting the weight of each
SEMCATdataset2018’s topic. For each word of the document, we compute its frequency in the file
representing the topic. Subsequently, the weight of this topic in the processed document will be the
sum of all frequencies of all words.

Algorithm 1: Computing topics’ scores in a document
Data:
1.D={W,, ..., W,}:atextual document of n words
. Topie=1{f., ..., fie}: dataset of 110 files containing words related to a topic
. Result: V,,,: 110-tuple (vector) of numbers
. begin
Vi< 0
fori=1to110do
Wi < 0
forj=1tondo
if W, in f; then
10. count < 0
11. for k=1to |f] do
12. if W, = tf, then
13. count < count + 1
14. end if
15. end for
14. Wieq < Wieq +count
15. end if
16.  end for
17 Vi < Wi
18. end for
19. return V,,,
20.end

V0 NOWL AW

4 Experiments and Results

This section describes the experimental study and the obtained results.

4.1 Dataset Description

In order to evaluate our proposed model, we carried out our experimental study on SANAD”,
a standard Arabic dataset containing seven different classes labelled from 0 to 6 [40], as described in
Table 4. To ensure the balance among the seven classes, we used 850 documents for each one (5950
documents in total).

2Zhttps://data.mendeley.com/datasets/57zpx667y9/2 (accessed on 20 May 2022).
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Table 4: Distribution of classes in the SANAD dataset

Class label Class description ~ Number of documents

0 Culture 850
1 Finance 850
2 Medical 850
3 Politics 850
4 Religion 850
5 Sports 850
6 Tech 850

4.2 Experimental Settings

To evaluate the performances of the proposed model, we carried out an experimental comparison
among nine Machine Learning models and used the same semantic features. The list of used ML
models is as follows:

Logistic Regression (LR): It is a statistical model frequently used for forecasting binary
outcomes. However, it is not suitable when the correct model should be nonlinear in the
parameters [41].

k-Nearest Neighbors (kNN): It is a simple and efficient model widely used in practice. As a local
method, kNN is known to be very efficient for handling large data sets and low dimensions [42].
Multinomial Naive Bayes: Multinomial NB classifier is a generative model that is considered
an NB classifier variant used for multinomially distributed data, as found in text classification
applications [43].

Decision trees: They are sequential models, which logically combine a sequence of simple tests.
Practically, each test compares a numerical attribute against a threshold value or a nominal
attribute against a set of possible values [44].

Linear Discriminant Analysis: It aims to find the projection hyperplane that minimizes the
interclass variance and maximizes the distance between the projected means of the classes [45].
Support Vector Machine (SVM): It is a supervised ML algorithm that can be used for
classification as well as regression. It has been applied successfully to many computer-related
applications, including text classification [46].

Gaussian Naive Bayes (GNB): Although GNBs are efficient, they suffer from the weak
assumption of conditional independence between the attributes [47].

Neural Network (NN): It has recently become popular, especially for the classification task. NN
layers are independent of one another, such that a specific layer can have an arbitrary number
of nodes [48].

Random Forest (RF): RF techniques are a combination of tree predictors, such that each tree
depends on the values of a random vector sampled independently and with the same distribution
for all trees in the forest [49].

All of the previously mentioned models are implemented using sklearn, a Python library. Further-
more, we use a 10-fold cross-validation procedure: we split the dataset into 10 parts and each time we
use 9 parts for training and 1 part for the test. We repeat this process 10 times until all parts were used
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for both training and testing. For each experiment, we record the evaluation metrics and the global
metric will be the mean of all the recorded values. This procedure is very important to avoid over-
fitting, bias, and any systematic errors. In the same time, Arabic and English text analysing had been
performed with Python’s NLTK library.

4.3 Results

We apply ML models to the dataset, using each time a different type of feature. Table 5 and Fig. |
summarize the results using stylistic features. The results show that the Random forest outperforms
other models with F1-score =0.73. However, Gaussian Naive Bayes provides the worst performance
with 0.38.

Table 5: Performance comparison of the different models in terms of precision, recall, and F1-score
using stylistic features. The best values are highlighted in bold

ML models Precision (avg.) Recall (avg.) F1-score (avg.)
Logistic regression 0.73 0.72 0.72
Decision tree 0.55 0.53 0.53
kNN 0.66 0.63 0.64
Linear discriminant analysis 0.73 0.7 0.71
Multinomial Naive Bayes 0.69 0.67 0.67
Gaussian Naive Bayes 0.44 0.35 0.38
SVM 0.71 0.72 0.71
Random forest 0.75 0.73 0.73
Neural network 0.74 0.71 0.72
0.8
0.6
0.4
G TG
0
Precision (average) Recall (average) F1-score (average)
B Logistic Regression B Decision Tree
KNN B Linear Discriminant Analysis
B Multinomial Naive Bayes Gaussian Naive Bayes
u SVM B Random Forest

M Neural Network

Figure 1: Performance comparison of the different ML models using stylistic features in terms of
precision, recall, and F1-score

Table 6 and Fig. 2 show that Logistic regression and Neural Network outscored other models
in terms of Precision, Recall, and F1l-score when using semantic features. These models provided
similar values for the three evaluation metrics. Besides, SVM provided a good result (F1-score = 0.85)
compared with other models, such as Linear Discriminant Analysis and Random Forest. On the other
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hand, the results show that the performance of Gaussian Naive Bayes is very far from other models
and provides the worst result (F1-score =0.36).

Table 6: Performance comparison of the different models in terms of precision, recall, and F1-score
using semantic features

ML models Precision (avg.) Recall (avg.) F1-score (avg.)
Logistic regression 0.86 0.86 0.86
Decision tree 0.62 0.62 0.62
kNN 0.79 0.78 0.78
Linear discriminant analysis 0.85 0.81 0.82
Multinomial Naive Bayes 0.79 0.78 0.78
Gaussian Naive Bayes 0.52 0.36 0.36
SVM 0.85 0.85 0.85
Random forest 0.81 0.81 0.81
Neural network 0.86 0.86 0.86
1
* TG Do s
0
Precision (average) Recall (average) F1-score (average)
B Logistic Regression B Decision Tree
KNN B Linear Discriminant Analysis
B Multinomial Naive Bayes Gaussian Naive Bayes
m SVM B Random Forest

B Neural Network

Figure 2: Performance comparison of the different ML models using semantic features in terms of
precision, recall, and F1-score

The final test in our experimental study uses a hybrid type of features, a combination of stylistic
and semantic features. Table 7 and Fig. 3 show that Neural Network performs the best, with F1-
score =0.88. Besides, Logistic Regression, Linear Discriminant Analysis, and SVM provide good
results.

Table 7: Performance comparison of the different models in terms of precision, recall, and F1-score
using hybrid features

ML models Precision (avg.) Recall (avg.) F1-score (avg.)
Logistic regression 0.86 0.87 0.86
Decision tree 0.72 0.73 0.72
kNN 0.82 0.83 0.82

(Continued)



5882 CMC, 2023, vol.75, no.3
Table 7: Continued
ML models Precision (avg.) Recall (avg.) Fl-score (avg.)
Linear discriminant analysis 0.87 0.85 0.85
Multinomial Naive Bayes 0.81 0.82 0.81
Gaussian Naive Bayes 0.61 0.55 0.57
SVM 0.87 0.88 0.87
Random forest 0.83 0.82 0.82
Neural network 0.88 0.89 0.88

1

0

Precision (average)

B Logistic Regression
KNN

B Multinomial Naive Bayes

u SVM

Recall (average) F1-score (average)

B Decision Tree
B Linear Discriminant Analysis
Gaussian Naive Bayes

® Random Forest

B Neural Network

Figure 3: Performance comparison of the different ML models using hybrid features in terms of

precision, recall, and F1-score

If we compare the results supplied by three types of features, we can easily observe that hybrid features
outperform other types of features as shown in Table 8. Besides, stylistic features provide the worst
performance. Also, the neural network model provides good results for the three types of features and
especially for the hybrid model as it outperforms all the other models.

Table 8: Performance comparison of the different features in terms of F1-score

Features’ type ML model F1-score (avg.)
Stylistic Random forest 0.73
Semantic Neural network 0.86
Hybrid Neural network 0.88

5 Discussion

The results presented in the previous section can lead to many important conclusions. First,
we can observe that hybrid features are the best choice to guarantee the best performance for the
ML for Arabic text classification applications. Secondly, the semantic features are always better than
stylistic ones, even though it is much simpler to extract stylistic features as compared to semantic
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features. Furthermore, the results show that the neural network can be a good choice for Arabic text
classification, especially when using hybrid features.

Also, the results reveal that a simple topic-based model can perform well for an Arabic text
classification task. In fact, we do not need to carry out an in-depth linguistic specification to determine
which relevant semantic features should be extracted to ensure good performance for our model. We
have shown in our work that an existing topic can be a relevant feature for the classification task.

Besides, we have demonstrated that the automatic translation to the English language can be a
good solution for the lack of Arabic linguistic resources. Actually, the automatic translation software
has been significantly improved in the past few years and can offer an accurate translation from Arabic
to English. Once the Arabic text is translated into the English language, it can exploit the wide specter
of semantic and linguistic external resources available for the English language.

Nevertheless, the model’s performance can be further improved by integrating more semantic and
linguistic features that can be automatically extracted from the text [50,51].

6 Conclusion and Future Work

In this paper, we proposed a novel approach for Arabic text classification. This idea consists of
using an existing topic’s database in order to recognize the list of topics in the textbook. Since such a
database does not exist for the Arabic language, we translated the dataset to English in order to use an
available English database. Moreover, we used three types of features: stylistic, semantic, and hybrid
in order to investigate the most adequate type that ensures good performance.

Furthermore, we conducted an experimental study on a well-known dataset in order to compare
ML models while employing different types of features. Actually, we integrated the same features
(stylistic, topics, or hybrid) into a set of well-known machine learning algorithms. The results show
that neural network outscores other models using hybrid features.

In future, we intend to extend our model to cover other languages and integrate more semantic
features as the topic’s database does not contain all possible topics. Also, the used topics are generic,
which can affect the performance of the learning model. An automatic model that can split a generic
topic into a set of specific ones can definitively improve the classification model.
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