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Abstract: Applied linguistics is an interdisciplinary domain which identifies,
investigates, and offers solutions to language-related real-life problems. The
new coronavirus disease, otherwise known as Coronavirus disease (COVID-
19), has severely affected the everyday life of people all over the world.
Specifically, since there is insufficient access to vaccines and no straight or
reliable treatment for coronavirus infection, the country has initiated the
appropriate preventive measures (like lockdown, physical separation, and
masking) for combating this extremely transmittable disease. So, individuals
spent more time on online social media platforms (i.e., Twitter, Facebook,
Instagram, LinkedIn, and Reddit) and expressed their thoughts and feelings
about coronavirus infection. Twitter has become one of the popular social
media platforms and allows anyone to post tweets. This study proposes a
sine cosine optimization with bidirectional gated recurrent unit-based senti-
ment analysis (SCOBGRU-SA) on COVID-19 tweets. The SCOBGRU-SA
technique aimed to detect and classify the various sentiments in Twitter data
during the COVID-19 pandemic. The SCOBGRU-SA technique follows data
pre-processing and the Fast-Text word embedding process to accomplish
this. Moreover, the BGRU model is utilized to recognise and classify sen-
timents present in the tweets. Furthermore, the SCO algorithm is exploited
for tuning the BGRU method’s hyperparameter, which helps attain improved
classification performance. The experimental validation of the SCOBGRU-
SA technique takes place using a benchmark dataset, and the results signify
its promising performance compared to other DL models.
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1 Introduction

Social media plays a vital role and infuses everyone. It links individuals to the outside world.
It offers a way to display our lives separately, comfortably, and on our terms [1]. Individuals highly
depend on the tweets and posts shared on mass media platforms such as Instagram®, Twitter®, and
Facebook®. It is expected that social networking sites must guide persons in receiving accurate and
correct data on coronavirus disease (COVID-19) cases; however, examining the posts, it was seen that
many had misled individuals by posting false figures and data [2]. COVID-19 has severely impacted the
daily lives of individuals across the globe. People worldwide use online media to state their viewpoints
and general feelings concerning this phenomenon that has assumed control over the world by storm.
Social media platforms like Twitter have experienced exponential growth in tweets related to the
pandemic in a short period. Social networking sites are not permitting people to get through this
disaster; instead, the opinions and tweets on coronavirus infection turned out to be a dangerous and
major cause that required managing misleading data from various origins [3]. The COVID-19 global
pandemic has become a catastrophic event with a huge effect on the world’s economy that caused a
rise in depression, unemployment, and psychological problems [4]. The short social, economic, and
travel variations have inspired research from several domains, wherein computational modelling with
machine learning (ML) was prominent, but it went through several difficulties because of the reporting
and testing of cases. Deep learning (DL) techniques are important in predicting coronavirus infection
trends in several parts of the world [5].

During the increase in coronavirus infection cases and strict lockdowns, people encountered
various sentiments on social media like Twitter [6]. Social networking sites have played a significant role
during the coronavirus infection, which has driven authors to analyze ML and natural language pro-
cessing (NLP) approaches [7]. Sentiment analysis (SA) includes using NLP techniques to methodically
learn emotional understanding and affective states of social groups or persons. It is noted that DL is an
ML approach that was utilized for NLP tasks [8]. Excluding psychology studies, SA contains several
applications, like framing better prediction models for trading stocks, and understanding customer
behaviour and elections. Currently, there is a trend of utilizing DL-related language methods having
trained data from Twitter for SA [9]. One of the previous studies started by employing NLP approaches
like n-grams with hashtags to build trained data and ML approaches like Adaboost for classifying
sentiment. DL techniques, namely convolutional neural networks (CNN), were employed for SA on
Twitter [10].

This study presents a sine cosine optimization with bidirectional gated recurrent unit-based
SA (SCOBGRU-SA) on COVID-19 tweets. The SCOBGRU-SA technique aimed to detect and
classify the various types of sentiments that exist in Twitter data during the COVID-19 pandemic.
To accomplish this, the SCOBGRU-SA technique follows data pre-processing and the Fast-Text
word embedding process. Moreover, the BGRU model is utilized to recognise and classify sentiments
present in the tweets. Furthermore, the SCO algorithm is exploited for tuning the BGRU model’s
hyperparameter, which helps attain improved classification performance. The experimental validation
of the SCOBGRU-SA technique takes place using a benchmark dataset.
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2 Literature Review

In [11], an analysis of Twitter data can be made by the R programming language. The author
collected Twitter data related to hashtag keywords, including COVID-19, new cases, coronavirus,
deaths, and recovery rate. In this work, the author devised a Hybrid Heterogeneous Support Vector
Machine (H-SVM), executed the sentiment classifiers, and categorized them negative, neutral, and
positive sentiment scores. Alkhaldi et al. [12] offer a novel sunflower optimization with DL-driven
sentiment analysis and classification (SFODLD-SAC) on COVID-19 tweets. The SFODLD-SAC
techniques focused on detecting the people’s sentiment at the time of the COVID-19 pandemic. For
this purpose, the SFODLD-SAC method pre-processes the tweets in different means, like removing
stopwords, stemming, usernames, numerals, and link punctuations. Further, the term frequency-
inverse document frequency (TF-IDF) can be implemented for the valuable feature extraction from
the preprocessed data. Additionally, the cascaded recurrent neural network (CRNN) approach can be
used for classifying and analyzing sentiments.

Pano et al. [13] modelled various text preprocessing approaches to correlate the sentiment scores
of Twitter text with Bitcoin prices at the time of coronavirus infection. The author explored the effect
of various preprocessing operations, structures, and time lengths of data over the correlating outcomes.
The author finds that splitting sentences, eliminating Twitter-specific tags, or amalgamation usually
enhances the relation of volume polarity scores with Bitcoin prices and sentiment scores out of 13
techniques. Chandrasekaran et al. [14] identify the sentiment linked with the pandemic by using
tweets related to COVID-19 and utilizing the python libraries for performing the task. The author
examines the people’s sentiment when COVID-19 infection has achieved a peak level utilizing the
machine, TextBlob, and DL approach. The Author has categorized the sentiments into negative and
positive classes by leveraging the ML techniques and DL-related bidirectional long short-term memory
(Bi-LSTM) method.

In [15], the author executes Covid-19 tweets SA using a supervised ML technique. Detection of
Covid19 sentiments from tweets will permit informed choices for superior management of the present
pandemic situation. The employed dataset can be derived from Twitter utilizing IDs as offered by the
IEEE data port. Tweets were derived by an in-house constructed flatterer that employs the Tweepy
library. In [16], these tweets were derived from Twitter utilizing a Twitter API verification token. The
raw tweets were saved and processed utilizing NLP. The data was then categorized utilizing a supervised
k-nearest neighbor (KNN) classifier approach. Such classes denote the sentiment of people whose
Tweets were derived for analysis. In [17], research conducted in various Spanish-speaking nations
(Spain, Chile, Peru, and Mexico) was offered that addresses how the development of the epidemic
had impacted the emotions articulated by persons on Twitter from March 2020 to March 2021. The
author employed 3 million tweets to achieve this task. The Author uses a renowned structure named
EmoWeb for capturing dynamic variations in the sentiment value of pandemic-based terms.

3 The Proposed Model

This study has developed a SCOBGRU-SA approach for SA on COVID-19 tweets. The
SCOBGRU-SA technique aimed to detect and classify the sentiment in the Twitter data at the time of
the COVID-19 pandemic. Fig. 1 depicts the overall working process of the SCOBGRU-S approach.
Initially, the social media data is pre-processed to transform it to a useful format. Then, the word
embedding process is performed. Next, the sentiments are classified by the use of BGRU model and
the hyperparameter tuning process is carried out by the SCO algorithm.
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Figure 1: Overall process of SCOBGRU-SA approach

3.1 Data Pre-Processing

Primarily, the SCOBGRU-SA technique follows data pre-processing and the Fast-Text word
embedding process.

Initially, we detached every form of a symbol, like numbers #, @, !, $, %, &, and HTML tags,
involved in the entire dataset. We employed a common expression model from the Python language
to implement this phase [18].

The gathered dataset comprises upper and lower-case words. Then, transform each word into a
lower case word.
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Tokenization: This procedure splits the textual dataset into tokens (small portions) and removes
each punctuation from the text dataset. nltk.tokenize model (inherent function in the nltk library) was
applied in the study for tokenization.

Stop Words Removal: Stop word is a little word in a language that affects the performance,
accuracy, and efficiency of the ML algorithm. This word is frequently applied in sentences to connect
expressions or complete sentences. Some pronouns, Conjunctions, articles, and prepositions are stop-
words. There exist around 400–500 stop-words in English, such as an, a, where, until does, above, who,
will, that, when, but, what, on, by, once, about, after, again, too, all, am, against, and any, etc. Those
terms would be removed from every document, and the processed document would be transferred to
the following stage.

Stemming: This can be the procedure to transform a word’s grammatical forms, like its adjective,
noun, adverb, verb, etc., into root form (termed lemma). The major aim is to acquire the elementary
form of the term with a similar meaning. For instance, words like selection, select, selective, selections,
selected, and selecting are stemmed from a lemma, that is, the word “select”. It is performed by the
porter stemmer model from the Natural Language Toolkit (NLTK) library, which the stemming model
often employs.

Feature extraction is utilized for improving the model performance. Inappropriate features in
a dataset might reduce model performance and accuracy when improving trained costs. Selecting a
massive number of features could improve the training time of the model. Here, the feature extraction
method adapted is the count vectorizer. The scikit-learn toolkit in Python has greater effectiveness,
termed CountVectorizer. It converts a text into a vector according to the frequency (count) of every
word in the text. Also, it enables pre-processing of a provided textual dataset beforehand, generating
the vector representation, which makes them a very flexible text feature demonstration module.

This method is the same as word2vec and gains a dense word vector. But the operational procedure
of GloVe embedding is somewhat dissimilar from word2vec and is trained on aggregated word-word
co-occurrence matrix. A provided corpus demonstrates the frequency of words co-occurring with one
another. The fundamental method of the Global Vectors for Word Representation (GloVe) embedding
module is to generate multiple word-context co-occurrence matrix pairs as all materials in these
matrixes characterize a word.

3.2 Sentiment Analysis Using BGRU Model

In this study, the BGRU model is utilized to recognise and classify sentiments present in the tweets.
A prominent type of recurrent neural network (RNN) is a gated recurrent unit (GRU), and to measure
problems such as long-term memory and gradient in the backpropagation procedure, this method was
exploited to resolve the problems, and it is relatively the same as long short-term memory (LSTM) [19].
Using consecutive datasets as input, recursion can be done in the evolutionary direction of a sequence
using the category of RNN and the association of each neuron. The data is popular through the neuron
from the own historical moment owing to the cyclic factor adding in the hidden state. The qualities of
sharing memory and parameter exist in the RNN. The RNN gradient vanishing is a major challenge.
Thus, long-term historic load features could not learn, and LSTM is projected through researcher
workers, as the relationship data is learnt amidst the long short-term sequential dataset. GRU has been
obtained to manage LSTM and its enormous parameter and moderate or slow convergence speed.
Therefore, a well-known alternative to LSTM is GRU, as it has fewer parameters and may obtain a
good learning performance and higher convergence rate. The GRU models comprise reset and update
gates. Forget, and input gates of LSTM are substituted with the updating gate of GRU. The influence
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of output data of hidden layers was characterized as updating the gate at a previous instant in the
hidden neuron state of existing moments. The impact rate is relatively higher if the values of the update
gate are larger. At the last moment, the hidden neuron layer output is specified as the reset gate, and
insufficient data is usually disregarded while the reset gate value is great.

The subsequent formula evaluates the hidden state:

zt =σ(Wz.[ht−1, xt]),

rt =σ(Wr.[ht−1, xt)

h̃t = tanh (W . [rt ∗ ht−1, xt]) ,

h̃t = (1 − zt) ∗ ht−1 + zt ∗ h̃t. (1)

Here, rt signifies the reset gate, and zt embodies the update gate.

The sigmoid function is signified as σ . The hyperbolic tangent is formulated as tanh. The training
variable matrix regarded are Wr, Wz together with Ur, Uz, and U. The trained variable metrics W and
U , reset gate rt, input xt at the existing moment, and ht−1 output at the preceding moment of the hidden
neuron layers are employed to evaluate candidate activation ht state at the existing moments. To hold
the relationships amongst existing load and future and past load-effecting modules, a better capability
exists in the BiGRU as a deep feature of the loaded dataset is extracted.

The computation is shown below:

Y2 = g(VA2 + V ′A′
2). (2)

The calculation of A′
2 is demonstrated in the following:

A2 = f (WA1 + Ux2),

A′
2 = f (W ′A′

3 + Ux2). (3)

The hidden state St strongly relates to St−1 in the forward and reverse computation. Based on
the achievement of forwarding and reverse computations, the calculation of the concluding output is
attained. For the bidirectional RNN (Bi-RNN), the calculation is shown below:

ot = g(VSt + V ′S′
t),

St = f (Uxt + WSt−1),

S′
t = f (U ′xt + W ′S′

t−1). (4)

For the classifier problems, the execution of the cross-entropy loss function was generally
performed. The likelihood of every class is calculated using the cross-entropy, and it mostly embodies
softmax or sigmoid functions, and it is formulated by Eq. (5):

σ(z) = 1
1 + e−z

. (5)

The following function is attained when the sigmoid function σ(z) is derivative and characterized
by Eq. (6):

σ ′(z) = e−z

(1 + e−z)2
= δ(z)(1 − δ(z)) (6)
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The sigmoid function curve becomes smooth when the value of x is small or large, which states
that the σ ′(x) derivative is closely inclined to 0. The module must forecast two cases in the dichotomy
situation. For every class, the predictive probability is p and 1−p. And it is formulated in the following.

L = 1
N

∑
i
Li = 1

N

∑
i
−[yi. log(pi) + (1 − yi). log(1 − pi)], (7)

Now, the label of sample i is shown as yi, positive and negative classes are specified as zero and
one, and pi characterizes the probability that the i instance is expected to be positive.

3.3 Hyperparameter Tuning

Furthermore, the SCO algorithm is exploited for tuning the hyperparameter of the BGRU
model. in general terms, population-related optimizing methods initiate the optimizing procedure
with random solutions set. This random set can be assessed repetitively by an objective function and
enhanced by a rule set i.e., the core of an optimizing method [20]. As population-related optimisation
approaches seek the optimisation of complexities stochastically, solutions cannot be found on a single
run. But there comes a possibility of finding the global optimum rises because of the adequate number
of random solutions and optimizing steps. Irrespective of the variances among methods in stochastic
population-related optimization, the common was partitioning the optimizing procedure into 2 stages:
exploitation and exploration. In the previous stage, an optimizing technique compiles the random
solutions in the solution set shortly, having a higher rate of randomness for finding the promising
areas of the search space. There were gradual variations in the random solution in the exploitation
stage, and random differences were relatively lesser than those in the exploration stage. Fig. 2 exhibits
the flowchart of SCO algorithm.

Figure 2: Flowchart of SCA
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The SCO algorithm is a recent methodology which belongs to the family of population-based
optimization techniques. The particularity of these algorithms lies in the movement of a search agent
that makes use of two arithmetical operators based on the sine and cosine functions as follows:

[X t+1
i = X t

i + r1 × sin(r2) × |r3 Bestpost
i
− X t

i | if r4 < 0.5] (8)
[
X t+1

i = X t
i + r1 × cos (r2) × ∣∣r3 Bestpost

i
− X t

i

∣∣ if r4 ≥ 0.5
]

(9)

Now, Bestpost
i
indicates the target solution in i-th parameter at t-th iteration, X t

i denotes the existing
solution in ith parameter at tth iteration, || specifies the total costs. r1, r2, r3 and r4 show random values.

The r1 parameter controls the balance between exploitation and exploration. These parameters
are adapted in the iteration using the following equation:

r1 = a − t
a
T

(10)

In Eq. (10), t refers to the current iteration, T denotes the maximal amount of iterations, and
a indicates a constant equivalent to 2. r2 defines the movement direction of the following solution
if it is outwards or towards the target. r3 shows the weight for the optimal solution to de-emphasize
(r3 < 1) or emphasize (r3 > 1) the destination effect in describing the distance. The r4 parameter assists
in switching between sine and cosine.

The technique will save the optimal solutions gained till now and allot it to destiny, and makes
an update to other solutions. Simultaneously, ranges of cosine and sine functions were updated to
highlight search space exploitation as the iteration counter rises [21]. The SCO approach will terminate
the optimizing procedure if the iteration counter becomes high compared to the maximal quantity
of iterations by default. But any other terminating condition is considered, like the precision of the
global optimum obtained or a maximal number of function assessments. With the above operators, the
presented method theoretically can fix the global optimum optimizing issues because of the following
reasons:

• SCO technique forms and enhances a random solution set for an issue which is presented;
thereby, it intrinsically aids from local optima avoidance and high exploration than individual-
related techniques.

• Various areas of the search space were explored when the cosine and sine functions returned a
value less than −1 or more than 1.

• Promising areas of the search space can be used if cosine and sine return values within −1 and
1.

• The SCA approach smoothly transfers from exploration to exploitation utilizing adaptive range
in the cosine and sine functions.

• The optimal calculation of the global optimum was saved in a variable as the destiny point and
never lost at the time of optimization.

• As the solutions continuously upgrade their places around the optimal solution gained till now,
there comes a tendency on the optimal areas of the search spaces at the time of optimization.

• As the presented method will consider optimizing issues as black boxes, it can be voluntarily
includable to complexities in various domains accounts to appropriate problem formulation.

4 Performance Evaluation

The experimental assessment of the SCOBGRU-SA model is validated using a set of COVID-19
tweets. The dataset holds 6000 samples with three classes, as demonstrated in Table 1.
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Fig. 3 shows the confusion matrix depicted by the SCOBGRU-SA model on the entire dataset.
The figure indicated that the SCOBGRU-SA model had categorized 1940 samples into positive class,
1979 samples into negative class, and 1937 samples into neutral class.

Table 1: Dataset details

Class No. of samples

Positive 2000
Negative 2000
Neutral 2000

Total number of samples 6000

Figure 3: Confusion matrix of SCOBGRU-SA approach under the entire dataset

Table 2 and Fig. 4 report a brief set of SA outcomes of the SCOBGRU-SA model on the entire
dataset. The SCOBGRU-SA model has categorized positive samples with accuy of 98.50%, precn of
98.48%, recal of 97%, Fscore of 97.73%, and Mathew Correlation Coefficient (MCC) of 96.62%. in
addition, the SCOBGRU-SA method has categorized negative samples with accuy of 98.53%, precn of
96.73%, recal of 98.95%, Fscore of 97.83%, and MCC of 96.73%. Further, the SCOBGRU-SA approach
has categorized neutral samples with accuy of 98.17%, precn of 97.63%, recal of 96.85%, Fscore of 97.24%,
and MCC of 95.87%.

Fig. 5 presents the confusion matrix portrayed by the SCOBGRU-SA methodology on 70% of
training (TR) data. The figure denoted the SCOBGRU-SA approach has categorized 1353 samples
into positive class, 1395 samples into negative class, and 1344 samples into neutral class.
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Table 2: Result analysis of the SCOBGRU-SA approach under the entire dataset

Entire dataset

Labels Accuracy Precision Recall F-score MCC

Positive 98.50 98.48 97.00 97.73 96.62
Negative 98.53 96.73 98.95 97.83 96.73
Neutral 98.17 97.63 96.85 97.24 95.87
Average 98.40 97.61 97.60 97.60 96.41

Figure 4: Result analysis of the SCOBGRU-SA approach under the entire dataset

Figure 5: Confusion matrix of SCOBGRU-SA approach under 70% of TR data

Table 3 and Fig. 6 portray a detailed set of SA outcomes of the SCOBGRU-SA approach on
70% of TR dataset. The SCOBGRU-SA methodology has categorized positive samples with accuy
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of 98.26%, precn of 98.04%, recal of 96.71%, Fscore of 97.37%, and MCC of 96.08%. Moreover, The
SCOBGRU-SA methodology has categorized negative samples with accuy of 98.52%, precn of 96.81%,
recal of 98.87%, Fscore of 97.83%, and MCC of 96.72%. Also, The SCOBGRU-SA technique has
categorized neutral samples with accuy of 98.07%, precn of 97.46%, recal of 96.69%, Fscore of 97.07%,
and MCC of 95.64%.

Table 3: Result analysis of SCOBGRU-SA approach under 70% of TR data

Training phase (70%)

Labels Accuracy Precision Recall F-score MCC

Positive 98.26 98.04 96.71 97.37 96.08
Negative 98.52 96.81 98.87 97.83 96.72
Neutral 98.07 97.46 96.69 97.07 95.64
Average 98.29 97.44 97.42 97.42 96.15

Figure 6: Result analysis of SCOBGRU-SA approach under 70% of TR data

Fig. 7 illustrates the confusion matrix the SCOBGRU-SA method on 30% of testing (TS) data.
The figure specified the SCOBGRU-SA approach had categorized 587 samples into the positive class,
584 samples into the negative class, and 593 samples into the neutral class.

Table 4 and Fig. 8 demonstrate a detailed set of SA outcomes of the SCOBGRU-SA approach
on 30% of TS dataset. The SCOBGRU-SA algorithm has categorized positive samples with accuy of
99.06%, precn of 99.49%, recal of 97.67%, Fscore of 98.57%, and MCC of 97.88%. Also, The SCOBGRU-
SA methodology has categorized negative samples with accuy of 98.56%, precn of 96.53%, recal of
99.15%, Fscore of 97.82%, and MCC of 96.16%. Also, The SCOBGRU-SA technique has categorized
neutral samples with accuy of 98.39%, precn of 98.02%, recal of 97.21%, Fscore of 97.61%, and MCC of
96.40%.
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Figure 7: Confusion matrix of SCOBGRU-SA approach under 70% of TR data

Table 4: Result analysis of SCOBGRU-SA approach under 30% of TS data

Testing phase (30%)

Labels Accuracy Precision Recall F-score MCC

Positive 99.06 99.49 97.67 98.57 97.88
Negative 98.56 96.53 99.15 97.82 96.76
Neutral 98.39 98.02 97.21 97.61 96.40
Average 98.67 98.01 98.01 98.00 97.01

Figure 8: Result analysis of SCOBGRU-SA approach under 30% of TS data
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The training accuracy (TRA) and validation accuracy (VLA) gained by the SCOBGRU-
SA methodology on the test dataset is given in Fig. 9. The experimental outcome represents the
SCOBGRU-SA approach maximal values of TRA and VLA. Seemingly the VLA is greater than TRA.

Figure 9: TRA and VLA analysis of the SCOBGRU-SA approach

The training loss (TRL) and validation loss (VLL) reached by the SCOBGRU-SA technique on
the test dataset are displayed in Fig. 10. The experimental result denoted the SCOBGRU-SA technique
has established the least values of TRL and VLL. Particularly, the VLL is lesser than TRL.

Figure 10: TRL and VLL analysis of the SCOBGRU-SA approach
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A clear precision-recall analysis of the SCOBGRU-SA algorithm on the test dataset is shown in
Fig. 11. The figure represents the SCOBGRU-SA methodology has resulted in enhanced precision-
recall values under all classes.

Figure 11: Precision-recall analysis of the SCOBGRU-SA approach

A short receiver operating curve (ROC) study of the SCOBGRU-SA technique on the test dataset
is portrayed in Fig. 12. The results denoted the SCOBGRU-SA method’s ability to categorize distinct
classes on the test dataset.

Figure 12: ROC analysis of the SCOBGRU-SA approach
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Table 5 offers detailed comparison results of the SCOBGRU-SA model with other recent models
[22]. Fig. 13 provides a comparative accuy and precn assessment of the SCOBGRU-SA model with
other models. The results demonstrated the improvements of the SCOBGRU-SA model over other
models. Concerning accuy, the SCOBGRU-SA model has gained higher accuy of 98.67%. In contrast,
the logistic regression (LR), support vector machine (SVM), Naïve Bayes (NB), decision tree (DT),
and random forest (RF) models have reported lower accuy of 92.97%, 94.66%, 90.59%, 95.67%, and
96.82% respectively. Meanwhile, concerning precn, the SCOBGRU-SA approach has reached higher
precn of 98.01% whereas the LR, SVM, NB, DT, and RF algorithms have reported lower precn of
94.38%, 95.51%, 89.53%, 95.46%, and 97.92% correspondingly.

Table 5: Comparative analysis of SCOBGRU-SA approach with existing algorithms

Methods Accuracy Precision Recall F1-score

SCOBGRU-SA 98.67 98.01 98.01 98.00
Logistic regression 92.97 94.38 89.71 92.37
SVM 94.66 95.51 90.37 92.39
Naïve bayes 90.59 89.53 85.39 87.90
Decision tree 95.67 95.46 94.96 95.30
Random forest 96.82 97.92 95.31 96.92

Figure 13: Accuy and Precn analysis of SCOBGRU-SA approach with existing algorithms

Fig. 14 offers a detailed recal and F1score valuation of the SCOBGRU-SA approach with other
models. The results illustrated the improvements of the SCOBGRU-SA technique over other models.
Win terms of recal, the SCOBGRU-SA approach has reached a higher recal of 98.01% whereas the
LR, SVM, NB, DT, and RF methods have reported lower recal of 89.71%, 90.37%, 85.39%, 94.96%,
and 95.31% correspondingly. Simultaneously, for F1score, the SCOBGRU-SA method has gained a
higher F1score of 98%, whereas the LR, SVM, NB, DT, and RF approaches have reported lower
F1score of 92.37%, 92.39%, 87.90%, 95.30%, and 96.92% correspondingly. The abovementioned results
highlighted the promising outcomes of the SCOBGRU-SA model.
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Figure 14: Recal and F1score analysis of SCOBGRU-SA approach with existing algorithms

5 Conclusion

This article projected a SCOBGRU-SA approach for SA on COVID-19 tweets. The SCOBGRU-
SA technique aimed to detect and classify the various types of sentiments in Twitter data during
the COVID-19 pandemic. The SCOBGRU-SA technique follows data pre-processing and the Fast-
Text word embedding process to accomplish this. Moreover, the BGRU model is utilized to recognise
and classify sentiment in tweets. Furthermore, the SCO algorithm is exploited for tuning the BGRU
method’s hyperparameter, which helps attain improved classification performance. The experimental
validation of the SCOBGRU-SA technique takes place using a benchmark dataset, and the results
signify its promising performance compared to other DL models with an accuracy of 98.67%.
Therefore, the proposed model can be employed for accurate sentiment classification during COVID-
19 pandemic. In the future, hybrid DL models can boost the classification results.
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