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Abstract: Due to its decentralized, tamper-proof, and trust-free character-
istics, blockchain is used in the Internet of Things (IoT) to guarantee the
reliability of data. However, some technical flaws in blockchain itself prevent
the development of these applications, such as the issue with linearly growing
storage capacity of blockchain systems. On the other hand, there is a lack of
storage resources for sensor devices in IoT, and numerous sensor devices will
generate massive data at ultra-high speed, which makes the storage problem of
the IoT enabled by blockchain more prominent. There are various solutions
to reduce the storage burden by modifying the blockchain’s storage policy,
but most of them do not consider the willingness of peers. In attempt to make
the blockchain more compatible with the IoT, this paper proposes a storage
optimization scheme that revisits the system data storage problem from a more
practically oriented standpoint. Peers will only store transactional data that
they are directly involved in. In addition, a transaction verification model is
developed to enable peers to undertake transaction verification with the aid
of cloud computing, and an incentive mechanism is premised on the storage
optimization scheme to assure data integrity. The results of the simulation
experiments demonstrate the proposed scheme’s advantage in terms of storage
and throughput.

Keywords: Blockchain; internet of things; storage optimization; transaction
verification; cloud computing; incentive mechanism

1 Introduction

In its long-term development and evolution, IoT technology has greatly improved the intelligence
of people’s lives and made the connection between people and devices, as well as devices and devices,
closer. IoT technologies are widely used in smart cities [1], transportation [2–4], climate prediction
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[5], and industry [6]. As 5G technology becomes widespread, the number of IoT devices and sensors
will continue to grow at an accelerated rate, which means there will be more than 41 billion IoT
devices worldwide and generate up to 80 ZB of data by 2025 [7]. Due to the huge number of IoT
devices, it is likely to face a series of problems such as data loss [8], insecure data sharing, privacy
leakage [9], centralized configuration and deployment of management services, and a lack of trust
among participants. At the same time, the cost control of IoT devices limits the computing power
of the devices, weakening their resistance to malicious attacks and resulting in frequent malicious
attacks on IoT devices. Blockchain is a new computer technology formed by integrating consensus
mechanisms [10] and cryptographic algorithms [11]. Its special data structure design enhances data
security, prevents malicious tampering, and has characteristics such as decentralization, no trust
requirement, and secure data sharing. Therefore, blockchain technology can effectively address the
challenges encountered by the IoT in terms of data sharing, privacy protection, and de-trusting
between devices [12].

While blockchain technology has the prospect of wide application [13], there are also technical
bottlenecks that restrict its development, such as storage capacity issues. Take Bitcoin as an example: as
of August 10, 2022, Bitcoin has generated a total of 748,801 blocks, the entire blockchain size is 420.46
GB, and it is growing at a rate of about 58 GB per year [14]. Nodes that want to verify transactions and
compete for blocks must download and store a complete copy of the blockchain data, which places
high demands on the node’s local storage performance. Over time, the node needs to continuously
invest storage resources to meet this demand. For IoT applications, hundreds of end devices generate
a large amount of data in a short period of time, which is stored and analyzed. If blockchain is applied
in the IoT scenario, it is difficult for IoT devices to meet the storage requirements of blockchain due
to limited resources for IoT device configuration, and it takes an incredible length of time to put
in new IoT devices for data synchronization as the amount of data increases. The Simple Payment
Protocol (SPV) [15], which divides nodes into full and lightweight nodes, is a popular lightweight
storage method in blockchain. The full node stores a full copy of the block data, is responsible for
broadcasting and verifying transactions, and calculates a random number that satisfies the current
difficulty to generate new block data. Lightweight nodes store only block headers due to a lack of
storage space. Lightweight nodes are all dependent on the full node to perform payment validation,
which increases the bandwidth pressure on the full node, can lead to gradual data centralization, and
has different degrees of impact on the related application environment [16]. The blockchain network’s
nodes are distributed all over the world with no central organizational constraints, necessitating
incentive mechanisms to encourage nodes to collaborate in order to keep the blockchain system secure.
The incentive mechanism is the process of maximizing participants’ commitment to the system through
specific methods and management. In Bitcoin, incentive mechanisms in the form of virtual coins as
rewards encourage nodes to participate actively in the block competition.

In summary, the storage problem in the combination of IoT and blockchain is still a pressing issue,
which makes it necessary to study and find ways to reduce the storage pressure on device nodes. Current
research on blockchain mainly focuses on consensus mechanisms [17,18], privacy protection [19], and
relatively little research on storage optimization of blockchain. Franca [20] proposes a mini-blockchain
model for Bitcoin, where nodes store block headers and the latest blocks, and balance information is
secured using an account tree, which greatly reduces the storage pressure. However, the model can
lead to the loss of transaction data and thus untraceability. Jia et al. [21] proposed a storage capacity
scalability model, which determines the number of its storage copies based on block security. Nodes
are divided according to their functions, and each node is no longer required to store the complete
blockchain information. However, this model uses two auxiliary chains to ensure data security, which
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increases the complexity of the system. Zheng et al. [22] [The author names in the text citation has been
changed to match with the reference list. Kindly verify.] used the Interplanetary File System (IPFS)
to reduce the storage pressure on nodes by storing transaction data in IPFS and storing the hashes
of the returned transactions in blocks. Compared to the transaction data, its hash value takes up less
storage and can effectively reduce the storage pressure on the node, but it increases the complexity of
the node to perform transaction verification. Chou et al. [23] divided the block data into hot and cold
data based on the number of times the block data was accessed, the cold data was stored in the IPFS
system and the hot data was stored in the local disk to reduce the storage pressure on the nodes, but this
increased the complexity of verifying the cold data. Dai et al. [24] proposed a blockchain low storage
architecture that uses network coding and distributed storage to reduce the storage pressure on nodes,
but the scheme only gives a theoretical analysis and no specific implementation plan. Xu et al. [25]
proposed an Efficient Public Blockchain Client (EPBC) model, where nodes store blockchain abstracts
to verify the correctness of data due to the lack of storage capacity of sensors and mobile devices such
as smartphones, but the scheme failed to address the problem of data centricity. Xu et al. [26] proposed
the concept of using consensus units, where multiple nodes coordinate and cooperate to store one copy
of blockchain data, as a way to reduce the storage space consumption of nodes.

A large number of scholars have carried out a series of works to make IoT technologies better serve
people’s lives. Qi et al. [27] proposed an association graph-based recommendation method for Web
APIs to be applied to the development of IoT mobile APPs from the perspective of personalization and
compatibility. To enable users to find the services they need better and faster, Wang et al. [28] proposed
a hybrid collaborative filtering recommendation method to predict the preferences of cold-start users,
while some scholars have also conducted research on users’ interest points [29,30]. Yang et al. [31]
proposed an anomaly detection method in data streams for the security of IoT devices. Yan et al. [32]
proposed a better quality of service prediction method to optimize network service recommendation
in mobile edge computing environment [33].

The cloud’s large storage capacity and computing power help users eliminate the stress of storing
and maintaining data [34], offload local computing tasks, and share data [35]. Furthermore, the cloud’s
convenience and cost effectiveness, which can provide services at a lower cost than midsize data centers,
are attracting an increasing number of academics to use the cloud in IoT and blockchain. Cao et al. [36]
proposes a multi-cloud framework to address the limitations of medical IoT devices in terms of data
access, storage, scalability, and computation. Kim et al. [37] proposes an efficient resource management
scheme that uses cloud infrastructure to efficiently manage IoT resources to meet high availability,
scalability, and processing volume requirements. Proxy mining and cloud mining methods are used
in [38] to cope with problems such as the lack of computational and network resources of device
nodes for mining in the IoT, where blockchain is deployed. The block data is stored on a cloud server
to alleviate the burden of storing and maintaining data in IoT devices [39]. However, the storage
resources consumed by this scheme are not reduced, and the pressure to store the complete ledger of
the blockchain is passed to the corresponding servers. In addition, IoT devices generate data at a very
high rate, which will put tremendous storage pressure on cloud servers and can even overload them.

Although the current research solutions can alleviate the storage problem of blockchain to some
extent, However, none of the schemes consider the issue of whether peers are willing to consume storage
space to store data unrelated to themselves. This paper proposes a lightweight storage framework
combining IoT and blockchain from the perspective of data autonomy. For each peer, it only needs to
store data about the transactions in which they are involved. In addition, the peers can leverage the
super computing power of cloud servers to assist in transaction validation. The main contributions
made in this paper are as follows:
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(1) A lightweight storage framework for blockchain-enabled IoT is proposed to reduce the storage
consumption of IoT devices while still allowing transaction verification.

(2) By analyzing the availability and security of data, data redundancy mechanisms are proposed
to prevent data loss.

(3) An incentive mechanism is designed based on the reliability of peers to encourage redundant
storage of data by peers with spare storage capacity to maintain the stability of the blockchain
system.

(4) The superiority of the proposed scheme in terms of performance is demonstrated by an
experimental comparison with the traditional blockchain model.

2 Preliminary Knowledge

In this section, the theoretical knowledge related to blockchain is introduced. In addition, the
relevant cryptographic knowledge used in the proposed model, such as the strong Rivest-Shamir-
Adleman (RSA) assumption, Bezout theorem, accumulator, and RSA accumulator, is also described.

2.1 Blockchain

Blockchain is a shared database technology that uses a distributed architecture and is maintained
by multiple parties. The technology is based on a P2P network and requires each node to hold a copy
of the data in the ledger to ensure data consistency. The data is stored in blocks and forms a chained
structure in chronological order, with the latter block storing the hash value of the previous block.
A consensus mechanism is used to select the bookkeeper to generate the block data to update the
distributed ledger and achieve distributed consistency. If the transaction data in a block is tampered
with, it will lead to a change in the Merkle root and the entire block hash. Therefore, if an attacker
wants to tamper with the transactions in a block, he needs to forge a block with the exact same hash
value as the previous block, but this process is difficult to implement. In blockchain, data is not written
into the distributed ledger immediately after it is generated, but only after it is judged by a series of
rules. To introduce the blockchain workflow, let’s take Bitcoin as an example. If a value transfer occurs
between participants A and B, then the transaction data is created, and the resulting transaction data
is first broadcast to all nodes of the network through the P2P network. At first, the nodes of parties
that have no transaction receive the transaction data and verify the legitimacy of the transaction. If the
transaction is legitimate, it is deposited into the transaction pool. Next, the nodes pack the transactions
that are in the transaction pool and compete for prior bookkeeping rights through the consensus
algorithm, and the nodes that have obtained prior bookkeeping rights broadcast the packaged new
blocks to the entire network. Then, nodes in the network verify the received block data. Finally, if
more than half of the nodes confirm that the block is correct, the block is appended to the existing
blockchain.

The transfer of value in the blockchain is done through Unspent Transaction Output (UTXO)
changes. Unlike account balances, UTXO is non-divisible and is the basic unit for participating in
transactions. UTXO cannot be split, but the specified transaction can be completed by adjusting the
input and output. As shown in Fig. 1, each transaction contains a transaction input and a transaction
output. The transaction input is the UTXO to be consumed, which is derived from the output of
the previous transaction, and the transaction output is the newly generated UTXO. The value of the
transaction input is equal to the value of the transaction output. If UTXO is less than the target value,
multiple UTXOs can be added as input; if UTXO is greater than the target value, you can add your
own address as the zero output to complete the transaction. The same transaction output cannot be
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used as transaction input for two transactions at the same time, as this would lead to a double-spending
problem.

Figure 1: Value transfer process in blockchain

2.2 Strong RSA Assumptions

Given an RSA modulo N = pq and a random number c ∈ Z∗
N, Compute a, b ∈ Z∗

N such that the
condition ab = cmodN (where b ≥ 2) is satisfied, called the strong RSA problem.

Strong RSA assumption: The strong RSA problem is hard to solve without knowing the
factorization of N.

2.3 Bezout Theorem

If a, b are integers and gcd(a, b) = d, then for any integers x and y, ax + by must be a multiple of
d. In particular, there must exist integers x and y so that ax + by = d holds.

An important inference of this is: the sufficient necessary condition for the coprime of a and b is
that there exist certain integers a and b so that ax + by = 1 holds.

2.4 Accumulator

The accumulator was proposed in 1994, it is mainly used for timestamp and verification of
membership. The accumulator is a one-way cryptographic protocol developed through using hash
functions, which has a quasi-switching attribute. For all the x ∈ X as well as y1, y2 ∈ Y , the one-way
hash function: h : X × Y → X , satisfies the quasi-switching attribute: h(h(x, y1), y2) = h(h(x, y2), y1).
The accumulator allows to add up the element of the finite set: X = {x1, . . . , xn}, into a constant value
accX . With g ∈ G used as a basic number, the original definition of the accumulator is:

accX = h(h(h(. . . h(h(h(g, x1), x2), x3), . . . , xn−2), xn−1), xn) (1)

Through calculating the demonstration of every element in this set and verifying h(witxi , xi) =
accX , it can effectively demonstrate the membership of the element xi. Due to the accumulator
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satisfies the feature of quasi-switching attribute, the cumulative value accX not depends on the order
of accumulative elements. And due to the collision-free nature of one-way hash function, any element
y /∈ X that has not been accumulated is infeasible to find a member witness in terms of computation.

2.5 RSA Accumulator

The RSA accumulator is an extension of the original accumulator that allows elements of a set
to be added or removed dynamically. The result of accumulation for the set X = {x1, . . . , xn} can be
expressed as:

accX = g
n∏

i=1
xi

modN (2)

N is the modulus of the accumulator, which is obtained by multiplying two p and q selected.
g is a number randomly sampled from the quadratic cyclic group of modulo N and {x1, . . . , xn} is
restricted to primes due to the exponential multiplicative relationship between the cumulative values

in the computation. The xi uses witxi to prove its existence in the set X where witxi = acc
x−1

i modφ(N)

X modN.
The addition of elements in the accumulator is relatively simple and can be updated quickly without
knowing p and q, acc′

X = accx′
X modN, and membership proofs are similarly updated with just

wit′
xi

= witx′
xi

modN. Bezout theorem can be used to update the membership proof when removing
a set member. For example, if member xj is deleted, the membership proof of xi can be expressed as
wit′

xi
= witb

xi
(acc′

X)amodN. Where a and b satisfy axi + bxj = 1 and acc′
X is the updated cumulative

value. It is obvious that the membership proof of xj is equal to acc′
X .

3 System Description and Model

Traditional IoT devices are cost-constrained, resulting in scarce storage resources and weak
computing power. However, the requirement of blockchain technology for high storage and high
computing power among peers in the system has limited the development of blockchain-enabled IoT.
In view of making blockchain technology applicable to IoT applications, this section describes the
proposed lightweight storage framework in terms of storage strategy and redundancy mechanisms, an
incentive model, and a transaction verification model, respectively.

3.1 System Model

The system model is designed with three objectives: 1) the distributed storage nature of the
blockchain is not changed. 2) There is no assumption of trust between devices in the system. 3) The
peers reduce storage consumption while possessing the function of transaction verification. The system
model is shown in Fig. 2. Each IoT device corresponds to a peer in the blockchain network, and after
the IoT device generates a transaction, the peer uses the supercomputer power of the cloud server
to verify the transaction, which is verified by depositing it into the transaction pool. The peers then
compete for priority bookkeeping rights to generate the block data. After the block data is generated,
the peers select the transaction data they participate in and some of the interested transaction data
for storage, where the degree of interest of the peers in the transactions is influenced by the incentive
model and their own storage capacity. The greater the number of transactions in which an IoT device
is involved, the more data it stores. However, new devices are not involved in transactions and spend
much less time synchronizing data when they join the system. Peers store the transaction data of their
own participation instead of storing the complete block data, which makes the data storage capacity
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of the whole blockchain system less correlated with the number of devices and effectively improves the
storage scalability of the system.

Figure 2: System model

Assuming that peers only store the transaction data of their own participation, there may be a
situation where all the participants of a transaction withdraw from the blockchain system, and the
transaction data is lost. Peers thus retain transaction data from other nodes, maintaining both the
integrity of the blockchain system and the non-loss of transaction data. In addition, peers need to
store block headers to prevent block data from being tampered with.

The selective retention of transaction data by the peers effectively maintains the distributed data
storage characteristics of the blockchain system and reduces storage consumption, but also brings
about various problems, such as transaction validation. Hence, the system needs to consider the
following issues: 1) What storage strategy should be set by the model to achieve data redundancy
and maintain the benign ecology of the blockchain system. 2) how to motivate peers to pay for
resources to store transaction data that is not related to themselves. 3) how to verify transactions
with the help of cloud servers when peers selectively keep transaction data, which will result in not
having a complete UTXO set to verify transactions. Therefore, this paper will continue to elaborate on
the storage strategy, transaction validation model, and incentive mechanism to solve the above three
problems.

3.2 Storage Strategy and Redundancy Mechanism

Peers selectively store transaction data, and all peers in the blockchain network implement
distributed storage of blockchain data. The peers store transaction data as shown in Fig. 3. Compared
with storing all transaction data, peers only store tx-4 and the Merkle branch of tx-4, and the data of
tx-1, tx-2, and tx-3 are strategically dropped from storage. The Merkle branch of the peer storage
tx-4 is used to prove that the tx-4 data has not been tampered with in transaction validation due to the
Merkle tree’s ability to quickly summarize and verify the integrity of block data. While peers selectively
store transaction data to reduce storage consumption, they can send data requests to other peers, such
as jigsaw puzzles, to restore block data.
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Figure 3: Transaction data storage strategy

Peers maintain account balances by storing their own transaction data. If the transaction data is
only stored by the participating peers, this will result in too few copies of the transaction data,
which can easily lead to transaction data loss. Therefore, the peers need to store the transaction data
redundantly to avoid the loss of transaction data in the blockchain system. In the P2P network, the
redundancy mechanism can be set according to the reliability of the peers, and the reliability Pr of the
peers is shown in Eq. (3).

Pr = 1
Tw

∫ t

0

(1 − P[Tw < u]) du (3)

Tw is the single peer failure time and t is the fixed time for other peers to send requests to that peer.
The data is lost if all peers that are simultaneously storing the same data collapse. the probability Ps

of data loss is as shown in Eq. (4).

Ps =
N∏

i=1

(
1 − 1

Tw
i

∫ t

0

(
1 − P[Tw

i
< u]

)
du

)
(4)

N is the number of peers storing the same data, Tw
i is the ith peer’s average failure time among

the N peers. Combining Eqs. (3) and (4), it can be concluded that the availability Pa of data in a P2P
network is:

Pa = 1 −
N∏

i=1

(
1 − 1

Tw
i

∫ t

0

(
1 − P[Tw

i
< u]

)
du

)
(5)

From Eq. (5), it is clear that the more copies of transaction data and the higher reliability of the
peers will lead to greater data availability. The transaction data being stored redundantly effectively
ensures the availability of the data, but peers are often reluctant to pay for extra storage resources to
record transaction data that are not relevant to them. Therefore, the question of how to incentivize
peers to store transaction data redundantly has become an urgent problem.

3.3 Incentive Mechanism

Rather than store all the transaction data without a strategy, the peers store the transaction data
selectively according to the incentive mechanism. As peers store less data, new challenges are posed
for peers to validate transactional data. In the Bitcoin system, by storing the full block data and thus
obtaining the UTXO set, peers can verify the legitimacy of transactions. In contrast, in the research
for this paper, peers store block data selectively, so peers cannot obtain all UTXO data locally for data
validation.



CMC, 2023, vol.75, no.2 3615

According to Eq. (5), The availability of data Pa is mainly determined by the reliability Pr of the
peers and the number of copies N of data. We can use a monitoring tool such as Ethstats [40] in Ether
to monitor the peers in the system in real time to get the reliability of the peers. Knowing the availability
Pa of the data and the reliability Pr of the peers, the number of copies N of the data can be obtained
according to Eq. (5). Under high availability of data, the number of copies of data can be expressed
as Na.

To attract highly reliable peers to actively participate in storing redundant data, the incentives are
designed based on the reliability of the peers and the number of copies of the data. Peers with high
reliability who are the first to store transaction data are rewarded more. Since peers need to store their
own participating transaction data to maintain their account balances, transaction participants do not
participate in the revenue distribution of these transaction data. ωmax is defined as the highest value of
the revenue available to the peer, which represents the revenue obtained by the absolutely reliable peer
being the first to store the transaction data. ωmin is defined as the cost of storage resources consumed
by the peer to store the data. The revenue received Ci by the peers for storing transaction data is shown
in Eq. (6).

Ci =
{

Prωmax

(
1 − Nm−Nn

Na−Nn

)
+ ωmin if Nm − Nn ≤ Na − Nn

ωmin if Nm − Nn > Na − Nn

(6)

where Nm is the number of copies of the transaction data that are stored, and Nn is the number of
copies of the transaction participant. From Eq. (6), the revenues obtained by the peers are mainly
influenced by the reliability of the peers and the amount of existing data. Therefore, in order to obtain
high revenue, the peers must maintain high reliability while also actively engaging in redundant data
storage. And when the number of transaction storage copies has reached Na, peers with abundant
storage resources can still use the free resources to store transaction data to get some bonus. Under the
incentive mechanism, peers will strive to maintain their high reliability and actively store transaction
data in order to obtain high revenue. The availability of data is effectively guaranteed.

3.4 Transaction Validation Model

The peers store the transaction data selectively based on the incentive mechanism, not storing all
the transaction data without policy. The reduction in storage poses new challenges for peers to verify
transaction data. In the Bitcoin system, peers verify the legitimacy of transactions by storing the full
block data and thus obtaining the UTXO set. In this research, the peer cannot get all UTXO data
locally for data validation because the peer stores block data selectively.

To enable peers to store small amounts of data while still participating in transaction verification,
this research draws on the work of Boneh et al. [41] to design a transaction verification model using
RSA accumulators. The RSA accumulator can accumulate a collection of elements into a constant-size
digest to verify element signatures and can dynamically add and remove elements from the collection.
In blockchain systems, the UTXO set is constantly changing as transaction data is generated. Hence,
the combination of UTXO and RSA accumulator can solve the problem of peers storing small
amounts of transaction data that cannot be verified locally using traditional methods for transaction
validation. However, the computational performance of IoT devices is often weak and cannot be
adapted to the RSA accumulator application scene. IoT devices can verify transactions with the
powerful computing power provided by the cloud server, and the transaction verification process is
shown in Fig. 4.
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Figure 4: Transaction verification process

In transaction validation, peers broadcast transaction data and proof data. The proof data
contains the UTXO membership proof of the transaction input and the Merkle branch. If the input
UTXO for the current transaction originates from tx-4, the Merkle branch containing tx-4 is sent.
The peers competing out of the block receive the broadcasted data and use the cloud server to verify
the transaction’s legitimacy. The cloud server first verifies the correctness of the Merkle branch.
The verification process is similar to the SPV. Specifically, the Merkle branch from the leaf to the
root is verified layer by layer and then compared with the root of the tree in the block header.
Second, the existence of the UTXO is verified by UTXO membership proof to prevent the UTXO
from being double-spent. Finally, the input UTXO is verified to meet the transaction requirements,
and if all the verifications pass, the transaction is legitimate. A coinbase transaction is included in
the block data, which is used to reward miners for their contributions. Unlike regular transactions,
coinbase transactions have no input and do not consume UTXO. The coinbase transaction has an
output that pays to the address of this miner. During transaction validation, the miner does not
validate the coinbase transaction, but adds the coinbase transaction directly to the block data. In
the transaction verification process, no assumption of trust between peers is achieved because the
transaction proponent can provide its own proof without relying on other peers.

The most important step in transaction validation is to verify the existence of UTXO with the
help of RSA accumulator. In the RSA accumulator, the virtual quadratic order group [41] is used
to avoid the initialization of setting two large prime numbers p and q. This is due to the fact that the
blockchain environment is untrusted and data forgery is possible if there exists a peer that knows p and
q. In addition, the elements in the RSA accumulator have prime limits and the anti-collision function
H(0, 1)∗ → Z∗

N is designed to perform prime conversions. {UTXO1, UTXO2 . . . UTXOn} is transformed
into {x1, x2 . . . xn} by the anti-collision function H. According to Eq. (2), all the UTXOs are added to
the RSA accumulator to obtain the accumulation value accX of the UTXO set. The membership proof

of UTXOi can be expressed as witxi = acc
x−1

i modf (N)

X modN. The peers involved in mining only need to
calculate (witxi)

xi modN = accX to determine whether UTXOi is spent or not.
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The transaction initiator broadcasts the transaction data, which is then validated by the peers and
deposited into the transaction pool, and finally packaged into block data, which is accompanied by old
UTXOs being used and new UTXOs being created. The members of the accumulator are constantly
changing, so to verify that UTXO is spent, the accumulation value accX and the UTXO membership
proof should be updated in time after the block data is generated. In the RSA accumulator, when
adding a member variable xi, the change of the accumulation value is done by acc′

X = accxi
X modN,

and the update of the member proof is also done by wit′
xj

= witxi
xj

modN. If member xi is to be deleted,
the cumulative value of the accumulator is the proof of xi. Therefore, the update of the cumulative
value after deleting a member can be done by aggregating the proofs of the members to be deleted.
Taking aggregation xi and xj as an example, the proof of aggregation of xi and xj can be calculated
as Witij = (witxi

b + witxj
a)modN, where a and b satisfy axi + bxj = 1, which is due to the fact that xi

and xj are mutually prime and the values of a and b can be found by Bezout theorem. The verification
of the proof of aggregation of xi and xj is shown in Eq. (7). Since the members are all prime, the new
cumulative value acc′

X is obtained by simply aggregating the proofs of the members to be deleted one
by one. The update of the accumulator requires adding or removing members one by one, so there is
no situation where the balance of the peers remains unchanged and the composition of the balance
changes.

accX
′xixj = Witxixj

ij
= (witxi

b + witxj
a)

xixj = witxi
bxi + witxj

axj = accX
axi+bxj = accX (7)

In the cumulative value and UTXO membership proof update algorithm, the latest cumulative
value of the UTXO set is obtained by aggregating the member proofs of the spent UTXO and adding
the newly generated UTXO to the accumulator. UTXO membership proofs are updated with the
latest cumulative values. This application scenario, where the UTXO set is constantly changing in
the blockchain environment, is satisfied by updating the cumulative value and membership proof.
The transaction verification model can effectively determine whether the UTXO has been spent and
prevent the double-spending problem. The peer implements not owning all of the block data, but still
being able to perform transaction validation.



3618 CMC, 2023, vol.75, no.2

4 Experiment and Evaluation

The experiment was run on a PC with an 8-core Intel i5-11320H 3.20 GHz processor and 16
GB memory. The related performance of the model was analyzed based on the RSA accumulator,
blockchain source code, and cloud server. The RSA accumulator is set using parameters recognized
as secure in the field of cryptography, with the modulus set at 3072 bits and the prime at 128 bits. The
experiment tests and analyzes the data availability, incentive mechanism, storage optimization effect,
and time consumption. The data availability experiment mainly tests the redundant storage of data by
peers with different reliability and the change in data availability. The incentive mechanism tests the
profit from storing data among peers with different reliability. Storage optimization primarily verifies
peer storage reduction under different transaction numbers of block data. The time consumption
experiment mainly tests the time consumption of the cumulative value update and transaction
verification of the RSA accumulator after the new block is generated.

4.1 Data Availability

To test the effect of redundancy mechanism to enhance data availability, we virtualized 600 peers
using Docker technology and randomly marked 150 peers as a group of observation peers, for a total
of 4 groups of observation peers. The reliability setting of each group of observation peers is different,
which is the random number in different intervals, and the reliability setting interval includes [0∼1],
[0.1∼1], [0.2∼1] and [0.3∼ 1]. In order to better demonstrate the effect of redundancy mechanism to
enhance data availability, the reliability of each group of observed peers is arranged in ascending order.
The peer points store the transaction data one after another in the order of reliability to obtain the
relationship between data redundancy and data availability, and the results are shown in Fig. 5.

The experimental results in Fig. 5 show that the availability of transaction data improves as the
number of data stores increases, while the initial availability of transaction data also increases as the
original value of the peers increases. On the other hand, the higher the initial value of the peer reliability
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interval, the higher the slope of the availability variation curve before reaching the stable region, which
indicates that the higher the peer reliability, the fewer redundant data copies are needed to guarantee
the availability of transaction data. The subsequent experiments use the worst case, i.e., the case with
the smallest initial value of the pair-end peer reliability, i.e., the interval [0, 1], as the basis for validation.
At this point, the data availability tends to 100% when the number of peers storing data reaches 50.

Figure 5: Data availability

4.2 Incentive Mechanism

The purpose of the incentive mechanism is to encourage peers to actively store transactions that
is not relevant to them in order to improve data availability. To motivate peers and attract highly
reliable peers to store transaction data, the mechanism regulates the revenue based on the number of
transaction data stored and the reliability of the peers. In the data availability experiment, the data
availability tends to be 100% when the number of stored copies reaches 50, so Na is set to 50 and the
data is not considered to be stored by the transaction party. In the experiment, ωmax is set to 20, ωmin is
set to 5, and 55 peers are selected to store the transaction data. The reliability of the peers is a random
number between 0 and 1. The peers store the data in random order, and the revenue is as shown in
Fig. 6.

The benefits of peers are mainly influenced by reliability and the number of data stores. The trend
of peer’s revenue change is the same as the trend of peer’s reliability change, but as the number of data
stores increases, the impact of peer’s reliability change on revenue also diminishes. Therefore, there are
two scenarios: peers with high reliability who benefit less than peers who store data initially, and peers
who store data first but benefit less than peers with high reliability. Moreover, when the number of
data copies reaches the data availability requirement, the peers obtain a benefit equal to the value of
the consumed storage resources. Driven by incentives to maximize benefits, peers need to maintain a
high level of reliability while actively participating in storing data.
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Figure 6: Relationship between peer’s revenue and reliability

4.3 Storage Consumption

In this scenario, the storage consumption of the peers is mainly affected by the storage con-
sumption of transaction data and the storage consumption of UTXO membership proofs, so the tests
evaluate the storage consumption of the peers from these two aspects separately. The transaction data
stored by the peers includes transaction data from its own participation and other transaction data
stored redundantly. As the other transaction data stored by the peers is for the purpose of obtaining
revenues, redundant storage of data is not considered in the storage consumption test. When peers store
transaction data, they also need to store block headers and the corresponding Merkle branches. The
experiments put the peer storage consumption to the test by generating blocks with varying amounts
of transaction data. The number of transactions contained in the blocks is 8, 32, 64, 128, and 256,
respectively. It is known from the storage strategy that peers tend to store only the transaction data
they are involved in, so when a peer receives the broadcasted block data, the block data needs to be
clipped. For a better evaluation of the storage optimization of the scheme, the peers are involved in
only one transaction data within the block during the block generation process, i.e., the peers only
need to store one transaction data, and the experimental results are shown in Fig. 7.

Figure 7: Storage consumption comparison
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Experimental results show that the peers effectively reduce storage consumption by trimming the
block data. As the number of transactions gradually increases from 8, 32, 64, 128, 256, the reduction
in storage consumption of the block data stored on the peer side can reach 57.21%, 84.47%, 91.05%,
95.00%, 97.24% respectively. In transaction validation, the peers involved in mining do not store the
complete blockchain data, so the peers need to provide UTXO membership proofs to verify that the
UTXO has not been spent. The modulus of the RSA accumulator in the scheme is set to 3072 bits,
which makes the size of each UTXO membership proof constant at 384 bytes. Peers maintain account
balances by holding one or more UTXO membership proofs, so the storage consumption of UTXO
membership proofs is an integer multiple of 384 bytes. In summary, compared with the traditional
blockchain model, the proposed framework can better reduce the storage consumption of peers and
increase the storage scalability of the system.

4.4 Time Consumption

In the transaction validation model, the peers perform transaction validation with the help of
cloud servers. The peer verifies the existence of the transaction input and whether the transaction
requirements are satisfied based on the source Merkle branch of the transaction input UTXO and
the UTXO membership proof. After the block data is generated, the latest UTXO set accumulation
values and UTXO membership proofs are updated, relying on the superb computing power of the
cloud servers. The time consumption of transaction validation is mainly composed of the UTXO set
accumulation values update time and the transaction input validation time, so the experiment uses a
cloud server to test the time consumption of UTXO set accumulation values update and transaction
input validation in the proposed framework. The experiments generate block data containing a
different number of transactions, where each transaction contains 3 input UTXOs and 3 output
UTXOs, so as to test the time consumption of updating UTXO set accumulation values with a different
number of transactions, and the experimental results are shown in Fig. 8.

Figure 8: Accumulator update time consumption

Fig. 8 shows that the cumulative value update time of the UTXO set gradually becomes larger
as the number of UTXOs involved in the block increases. The deletion operation is the main factor
affecting the update time, and the more UTXOs need to be deleted, the longer the UTXO set
cumulative value update time of the UTXO set. When the number of transactions in the block is
200, the number of UTXOs involved in the block is 1200, and the throughput of UTXO verification
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is 51.8TPS at this time, which has a better performance advantage compared to traversing the block
data for transaction verification.

5 Conclusion

In this paper, we propose a lightweight storage framework to address the storage challenges faced
by blockchain-enabled IoT. Peers only need to store the transaction data of their own participation
and verify the transactions with the supercomputing power of cloud servers. In addition, to guarantee
the availability and integrity of transaction data, we design incentive mechanisms to motivate peers
to store redundant data. Compared with the traditional framework of blockchain-enabled IoT, which
uploads block data to the cloud, the proposed framework effectively reduces the storage overhead and
communication overhead of the whole blockchain system and greatly reduces the time consumption
of data synchronization when new peers join. At the same time, the framework has an advantage
in UTXO verification throughput. In the future, the incentive mechanism can be studied further to
prevent malicious attacks. In addition, improving the update efficiency of RSA accumulators can be
a new research direction.
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