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Abstract: The COVID-19 pandemic has devastated our daily lives, leaving
horrific repercussions in its aftermath. Due to its rapid spread, it was quite
difficult for medical personnel to diagnose it in such a big quantity. Patients
who test positive for Covid-19 are diagnosed via a nasal PCR test. In com-
parison, polymerase chain reaction (PCR) findings take a few hours to a few
days. The PCR test is expensive, although the government may bear expenses
in certain places. Furthermore, subsets of the population resist invasive testing
like swabs. Therefore, chest X-rays or Computerized Vomography (CT) scans
are preferred in most cases, and more importantly, they are non-invasive,
inexpensive, and provide a faster response time. Recent advances in Artificial
Intelligence (AI), in combination with state-of-the-art methods, have allowed
for the diagnosis of COVID-19 using chest x-rays. This article proposes a
method for classifying COVID-19 as positive or negative on a decentralized
dataset that is based on the Federated learning scheme. In order to build
a progressive global COVID-19 classification model, two edge devices are
employed to train the model on their respective localized dataset, and a 3-
layered custom Convolutional Neural Network (CNN) model is used in the
process of training the model, which can be deployed from the server. These
two edge devices then communicate their learned parameter and weight to the
server, where it aggregates and updates the global model. The proposed model
is trained using an image dataset that can be found on Kaggle. There are more
than 13,000 X-ray images in Kaggle Database collection, from that collection
9000 images of Normal and COVID-19 positive images are used. Each edge
node possesses a different number of images; edge node 1 has 3200 images,
while edge node 2 has 5800. There is no association between the datasets
of the various nodes that are included in the network. By doing it in this
manner, each of the nodes will have access to a separate image collection that

This work is licensed under a Creative Commons Attribution 4.0 International License,
@ @ which permits unrestricted use, distribution, and reproduction in any medium, provided

the original work is properly cited.


https://www.techscience.com/journal/cmc
https://www.techscience.com/
http://dx.doi.org/10.32604/cmc.2023.037413
https://www.techscience.com/doi/10.32604/cmc.2023.037413
mailto:nfsoliman@pnu.edu.sa

3884 CMC, 2023, vol.75, no.2

has no correlation with each other. The diagnosis of COVID-19 has become
considerably more efficient with the installation of the suggested algorithm
and dataset, and the findings that we have obtained are quite encouraging.

Keywords: Artificial intelligence; deep learning; federated learning; COVID-
19; decentralized image dataset

1 Introduction

During the last three months of 2019, the novel coronavirus known as COVID-19 was first
discovered in Wuhan, China. Since then, it has developed into a worldwide problem and has caused
people worldwide to alter their way of life [1]. COVID-19 was declared a pandemic by the World Health
Organization (WHO) and was named SARS-CoV-2. The virus has spread in more than 200 countries
all over the world, and there have been more than 440 million confirmed cases, of which there have
been 6.015 million fatalities as of February 2022 [2]. It ranked 2nd most lethal among all documented
pandemics; the previous one was the flu pandemic (HIN1) back in 1918 [3]. The genetic material of the
COVID-19 virus is ribonucleic acid, and the virus belongs to the coronavirus family (RNA). Because
of this, it is a virus composed of a single strand of positive-sense RNA, and it may be recognized in a
number of different ways, such as by the detection of viral RNA or antibodies that are generated by the
patient’s immune system. On the other hand, the procedure for collecting samples may be somewhat
challenging, and RT-PCR detection initially has a poor level of sensitivity.

On the other hand, a chest Computerized Vomography (CT) scan may reveal pneumonia owing
to inflammation of the air sacs in the lungs if the patient has it. As a direct consequence of this,
early signs of COVID-19 infection become apparent. One of them is ground-glass opacity (GGO).
Because CT scans are able to provide a three-dimensional image of the lungs and because the state of
pulmonary consolidation only becomes apparent in the latter stages of the disease, CT imaging is the
diagnostic method that is used the most often for the COVID-19 diagnosis. After that, the temporal
changes and linkages found between the various kinds of CT slices may then be extensively analyzed to
provide essential information for the diagnosis of COVID-19 [4]. Both chest X-rays and CT scans are
routinely used to diagnose pneumonia. In addition, CT scans are often used as diagnostic screening
tools for diseases [5]. This is due to the fact that the denotative properties of COVID-19 are simpler
to notice in a 3D picture. Coughing, exhaustion, loss of smell, and fever are major symptoms of the
current pandemic. If a person is infected with the COVID-19 virus and already has a chronic health
condition, such as diabetes, cardiovascular disease, high blood pressure, or respiratory illness, they
are at a much-increased risk for catastrophic consequences, some which may even result in death [6].
Polymerase Chain Reaction (PCR) test is used to detect COVID-19 in a person by analyzing his upper
respiratory specimen, but it requires a person’s physical presence to take the specimen; this may be
dangerous for the person taking the specimen as well [7]. It is a human-based detection procedure
that requires an experienced physician. These methods are outdated and, most importantly, prone to
human error, which may result in the misdiagnosis of a certain disease. A common way to diagnose a
respiratory illness like COVID-19 is a chest X-ray, it is the most effective tool utilized by healthcare
personnel or doctors. Other more advanced diagnostic tools, such as Computed Tomogram (CT) and
High-Resolution Computed Tomography (HRCT), are also available, providing better resolution and
high precision. These advanced techniques are expensive and time-consuming [8,9].

Recent advances in Artificial Intelligence have enabled researchers in the field of medicine to
introduce tools and techniques that help radiologists to overcome human errors [10]. Since the recent
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COVID-19 pandemic, researchers worldwide have invested a lot of time and resources to find probable
ways to diagnose it [ |-14]. Many researchers around the globe have introduced numerous approaches
to distinguish and differentiate between viral Pneumonia and COVID-19 by using the CT and X-ray
image dataset acquired by people who have unfortunately contracted the disease [15,16]. CT and X-
ray scans are also investigated to identify the relationship between them. The findings highlighted
common characteristics in COVID-19 instances, allowing researchers to use Artificial Intelligence
(AI) based algorithms in image processing on chest X-rays and CT scans in COVID-19 patients
[17]. The CT scans of infected COVID-19 patients are defined by the presence of characteristic
hallmarks such as consolidative opacities, ground-glass opacities, and crazy-paving pattern [18].
To locate ground-glass opacities in CT scans of COVID-19-infected patients convolutional neural
network (CNN) architecture are widely utilized [19]. X-ray scans are also used to link illness severity
with patients’ sex and age [20]. CNN models like VGG-16, VGG-19, Xception, AlexNet, ResNet50V2,
CoroNet, LeNet-5, ResNet-18, and ResNet-50 are the most frequently applied AI models in the
literature for evaluating COVID-19 infections based on CT or X-ray images [21-23]. The coupling
of machine learning tools with such Meta-Heuristic (MH) optimization techniques is also used for
detecting illness [24]. To diagnose COVID-19 infections, a hybrid deep convolutional neural network
incorporating metaheuristic optimizers was also widely used. The network is trained using a dataset
that includes three different types of X-ray images: normal, pneumonia, and COVID-19, and the
contrast-enhancing strategy was also used to process and analyze the images [25]. The two optimizers,
grey wolf and particle swarm optimizer, were used to do so. After suitable feature selection using
optimizers, they were trained using Support Vector Machine (SVM) [26,27].

Other metaheuristic optimizers include the Henry gas solubility optimizer, slime mold optimizer,
whale optimization optimizer, particle swarm optimizer, genetic algorithm, grey wolf optimizer,
Harris hawks optimizer, and standalone marine predators optimizer were compared to the results
obtained by the proposed approach [28]. Compared to existing methods, the suggested methodology
in [28] performed exceptionally well in terms of high detection accuracy and cheap computing cost.
For picture segmentation of COVID-19 instances, a hybrid metaheuristic optimizing technique was
applied, in which the marine predators’ optimizer was combined with the moth-flame optimizer [29].
Other sophisticated optimizers include the Harris hawk’s optimizer, the grey wolf optimizer, particle
swarm optimization, the grasshopper algorithm, the cuckoo search optimizer, and the spherical search
optimizer, moth-flame optimizer, and solo marine predator’s optimizer fared worse than the suggested
technique [30].

The classification procedure, which is carried out using the k-nearest neighbors’ approach, is
aided by identifying key features and rejecting irrelevant features [31]. This approach has been used
as a support tool in medical exploratory and decision-making analyses. An early screening strategy
was established to map COVID-19 pneumonia compared to other lung-based opacities based on the
limited detection of RT-PCR during COVID-19 early phases. This finding was reached using a 3-
dimensional image collection and a location-attention classifier model [32,33].

COVID-19 image classification algorithms proposed in the literature have issues that influence
classification accuracy. This may be caused due to the technique used to extract the features or
the method utilized to decrease the number of chosen features. In order to categorize COVID-19
in an X-ray image, this paper proposes a Federated Learning scheme and uses a 2-layered custom
Convolutional Neural Network (CNN) model as a base model that can be transferred or deployed to
the edge devices connected to a server. The strategy that has been suggested uses the Custom CNN
model to its fullest potential, a type of Deep learning methodology. To compare the outcomes of the
proposed model, we have used VGG-16 and ResNet-50 models. Batch normalization and dropout



3886 CMC, 2023, vol.75, no.2

layers in the convolution and fully connected layers are added to minimize overfitting in order to use
both transfer learning approach and fine-tuning on the preceding pre-trained models. The dataset for
this study was compiled from Kaggle and contains more than 13,000 images in total, including 10,000
images of healthy patients and 3616 X-ray scans for COVID-19. We used 3616 images from the Kaggle
COVID-19 image database and added an additional 1384 images through augmentation, for a total
of 4500 images. Similar to what we did with Normal images, with the exception that we employed all
4,500 collected from 10,000 images of normal patients without any augmentation. The contribution
that this work is said to make is listed below.

e A three-layered CNN model was is introduced to act as the server’s base model.
e Employed Federated Learning scheme to classify decentrilized COVID-19 image dataset, and
provinf that it works better than conventional deep learning algotihm.

2 Dataset Used for Training and Testing

The diagnosis of COVID-19 was made using pulmonary (chest) X-ray scans in this research.
COVID-19 and normal were the two main classes used to classify the data. A total of 9000 images
were used in this study to train and test the proposed model. Out of a total of 9000 images, 6750
are used to train the model, accounting for 75% of the total, and 2250 are used to test the model,
accounting for 25% of the total. Because the data in federated learning is decentralized and cannot
have any association between the different sets, the dataset has been split into two sets, each of which
is completely unique and has no correlation with the other set. A few examples of COVID-19 and
Normal images, as well as augmented COVID-19 images, are exhibited in Figs. 1-3, respectively, before
being split in two and moved to their corresponding edge nodes. These figures were taken before the
images were divided in half. On the gathered dataset, image augmentation was performed by rotating
90 degrees, flipping 180 degrees, and further rotating 270 degrees. The COVID-19 and Normal image
dataset distribution are displayed in Table 1, which is used for training, testing, and validation. Table 2
displays the distributed dataset to two separate edge devices and their corresponding test and train
data. The reason for selecting different dataset for the two nodes is to display that it is capable of
catering different edge nodes with different size of datasets.
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Figure 1: (Continued)
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Figure 1: Sample image dataset of COVID-19 patients
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Figure 3: Sample images of the augmented COVID-19 image dataset
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Table 1: Augmented COVID-19 dataset image distribution for training and testing

Image class Training  Testing  Total
COVID-19 3375 1125 4500
Normal 3375 1125 4500
Cumulative total 6750 2250 9000

Table 2: Distribution of datasets to the edge nodes/devices for the federated learning scheme

Image class Edge node 1 Edge node 2 Total
Training  Testing Training  Testing
COVID-19 2175 725 1200 400 4500
Normal 2175 725 1200 400 4500
Cumulative total 4350 1450 2400 800 9000

3 Transfer Learning Technique and its Components

Fig. 4 depicts the methods used for transfer learning in identifying and classifying COVID-19. The
main purpose was to segregate chest X-ray images into two categories: normal and COVID-19. The
preprocessing stage, which includes normalization and data augmentation, and the classification stage,
which includes the use of transfer learning on pre-trained models and prediction, are the model’s two
essential phases. 0 to 1 was employed as the normalized range [34]. In the acquired images, rescaling is
conducted, and each pixel is multiplied by a factor of 1/255. The display of intermediate activationsin a
CNN model during training helps better comprehend the segmentation and feature extraction process,
particularly for a dataset of images [35]. The output of a layer, or the outputs of the various pooling
and convolution layers, is referred to as activation layers in this context and, in most cases, termed
as a feature map. As a result, the goal of displaying the intermediate activations was to show these
feature maps in order to better comprehend the process of decomposing an input image into distinct
filters learned by the network. These filters reflect several image-based criteria that aid in discovering
significant and unique features of the input images. These features are employed by the classifier to
accurately predict the output.

4 A Brief Overview of the Pre-Trained Classifiers

For the purposes of this investigation, a custom CNN model serves as the foundational model.
This model is made available by the server to the connected edge devices whenever they make a request
for it. Its performance is compared to that of some other well-known pre-trained models, including
VGG-16 and ResNet-50 for the suggested application.

4.1 VGG-16

VGG-16is made up of 13 convolutional layers and three fully linked dense layers. Instead of a large
number of hyper-parameters, it focuses on having convolution layers of 3 x 3 filter with stride 1 and
always uses the same padding and max pool layer of 2 x 2 filter with stride 2. This mix of convolution
and max pool layer combination is consistent throughout the architecture. Lastly, it has two FC (fully
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connected layers) and a SoftMax output. The quantity 16 in VGG-16 corresponds to the number of
weighted layers it comprises. With an estimated 138 million parameters, this network is rather large
[36]. Fig. 5 shows the basic architecture of the VGG-16 model.

Input Image

Predicted Output
Normal COVD-19

Normalization
S | |
> Pre—tra.med - .
Classifier
Augmentation Fully Connected
Layer
Data Preprocessing Transfer Learning

Technigue

Figure 4: An overview of the transfer learning approach for COVID-19 diagnosis [35]
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Figure 5: Basic architecture of VGG-16 [37]

4.2 ResNet-50

The ResNet50 architecture requires an input of 224 x 224 x 3 resolution image dataset. Convo-
lution layer 1 comprises 64 filters with a kernel size of 7 x 7, resulting in a matrix of 112 x 112. For
simplicity, the model of ResNet-50 shown in Fig. 6 does not include pooling layers, although they are
included in the coded model. Thereis a 1 x 1, 64 kernels in the next convolution, followed by a 3 x 3,
64 kernels, and lastly a, 1 x 1, 256 kernels. These three layers yield a batch that is repeated three times
for a total of nine convolutional layers. Following that, we observe a kernel of 1 x 1, 128 followed by a
kernel of 3 x 3, 128, and finally a kernel of 1 x 1, 512. This phase was performed four times, providing
us with a total of 12 layers in this stage. Next, there is a kernel of 1 x 1, 256, followed by two additional
kernels of 3 x 3,256 and 1 x 1, 1024, which are repeated six times for a total of 18 layers. Then 1 x 1,
512 kernels, followed by two additional kernels of 3 x 3,512, and 1 x 1, 2048 sizes, which were repeated
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three times, providing nine layers for this batch. Following that, we do an average pool and conclude
with a fully linked layer having 1000 nodes and a SoftMax function, yielding the output layer [3§].

Conv_layer 1 Conv_layer batch 2.x Conv_layer batch 3.x
input image )
(224 x 224 X 3) e (112x112)| (1% 1,64 (56 % 56) 1x 1,128
—_— stﬂ'd;-Z I3x3,64]x3 [3><3,128}>(4
i 1x 1,256 1x1,512
™3
@
X
L]
&
Fully Connected (FC) Layer Conv_layer batch 5.x Conv_layer batch 4.x
Output Layer
(1x1) Avg Pooling with (Tx7) 1x 1,512 (14 x 14) 1x 1,256
4———| FClayer of 1000 [¢——— 3x3,512x3 [+— 3x3,256 (X6 [+
nodes+Softmax 1x1,2048 1x1,1024

Figure 6: Basic architecture of ResNet-50 from [38§]

5 Three-Layered Initial Base Model Employed for Federated Learning

The parameters of the proposed 3-layered CNN model are shown in Table 3. In response to a
request, this model will serve as the basis for future models that a server will send to its associated
edge device. It has three convolutional layers with a total of 128 filters, 32 filters, and 64 filters on each
of those layers, respectively. Each of the three layers that make up CNN uses ReLLU as an activation
function. As soon as the edge nodes are connected, the server begins authenticating and validating
them for the appropriate dataset. Once the dataset has been authenticated, the model is trained on
the localized dataset. The proposed model calls for the use of a grayscale image with a resolution of
224 x 224 pixels as the input. Modifications are made to the X-ray picture captured to get the model
ready for training or testing. The model makes use of a total of 1420290 trainable parameters in its
construction.

Table 3: 3-layered CNN model

Layers Nos of filters  Filter size Activation Feature map size  Trainable
function parameters
Input - - - 224 x 224 x 1 -
Conv2D (1) 32 5x5 ReLU 220 x 220 x 32 832
Max-Pool (1) - 3x3 - 218 x 218 x 32 -
Dropout - - - 218 x 218 x 32 -
Conv2D (2) 64 3x3 ReLU 218 x 218 x 64 18496
Max-Pool (2) - 3x3 - 218 x 218 x 64 -
Dropout - - - 218 x 218 x 64 -
Conv2D (3) 128 3x3 RelLU 218 x 218 x 128 73856
Max-Pool 3) - 3x3 - 72 x 72 x 128 -
Dropout - - - 72 x 72 x 128 -
Flatten - - - 663552 -

(Continued)
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Table 3: Continued

Layers Nos of filters  Filter size Activation Feature map size  Trainable
function parameters

FCL Sigmoid 2x1 1327106

Total - - - - 1420290

Note: FCL: Fully connected layer, Conv2D: 2D-Convolutional layer, ReLU: Rectified linear unit.

Accuracy, Sensitivity/Recall, Precision, and F1 score were the four distinct performance measures
used to validate the trained model’s predictions. The performance of the proposed model could
be different for other applications or for any other dataset that might be varied depending on the
application; the performance of the models is compared based on the X-ray image dataset that was
used to train them. The equations for the aforementioned performance parameters are presented in
the form of (1)—(4). The Layered flowchart of the model that is utilized by the server for deployment
is shown in Fig. 7.

_ (Tp + Tn)
Accuracy = M
(Tp + Fn) + (Fp + Tn)
Sensitivity _ (Tp) (2
Recall ~— (Tp + Fn)
T
Precision = l )
(Fp + Tn)
2% T
F1 Score = @x1p) @
2xTp + Fn + Fp)

In the work that is being suggested, federated averaging will be used. Client datasets that evolve
as data are added and removed; client availability that corresponds intricately with the local data
distribution are just two of the many real-world concerns that a deployed federated optimization
system must address. The scope of this study does not extend to addressing these issues. As a result, the
tests were carried out in a controlled environment that, despite this, addresses the primary concerns
about the availability of clients and the dataset that the deployed model is trained on. It is assumed here
that the synchronous update system uses loops of connection to carry out its operations. For the sake
of this research, it is expected that the number of customers, represented by k, will remain constant.
Additionally, it is believed that each client will have their own local dataset that they are unwilling to
share with the cloud. In this respect, they will seek to communicate with the server in order to request
that the model be deployed so that they may train it using their dataset. A random percentage C of
edge devices is chosen at the start of each round, and the server updates all of those devices with the
global algorithm’s current status, which can be deployed. Each selected edge device will then train the
deployed model using its own local dataset, and after that process is complete, it will send the learned
parameters to the server. A federated or master model is produced as a consequence of the server
running an algorithm to execute an averaging operation in order to change or aggregate the already
deployed model. The edge devices are selected randomly and can be denoted by S;.. MO represents
the proposed 3-layered initial model before deployment to the edge devices. Each edge device (S)) in
the specified set is iterated to detect its existence as soon as the server chooses the random groups of
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nodes to use for the deployment of the model. The server will get the updated parameters w;,. ; that
were trained by the specified edge device if the device is present.

conv2d_input | input:
InputLayer | output:

[(None, 224, 224, 1)] | [(None, 224, 224, 1)]

conv2d | input:

(None, 224, 224, 1) | (None, 220, 220, 32)
Conv2D | output:

max_pooling2d | input:
- (None, 220, 220, 32) | (None, 218, 218, 32)
MaxPooling2D | output:

dropout | input:
Dropout | output:

(None, 218, 218, 32) | (None, 218, 218, 32)

conv2d_1 | input:
Conv2D | output:

(None, 218, 218, 32) | (None, 218, 218, 64)

max_pooling2d_1 | input:
. (None, 218, 218, 64) | (None, 218, 218, 64)
MaxPooling2D | output:

dropout_1 | input:
Dropout | output:

(None, 218, 218, 64) | (None, 218, 218, 64)

conv2d_2 | input:
Conv2D | output:

(None, 218, 218, 64) | (None, 218, 218, 128)

max_pooling2d_2 | input:
z (None, 218, 218, 128) | (None, 72, 72, 128)
MaxPooling2D | output:

dropout_2 | input:
Dropout | output:

(None, 72, 72, 128) | (None, 72, 72, 128)

flatten | input:
Flatten | output:

(None, 72, 72, 128) | (None, 663552)

dense | input:
Dense | output:

(None, 663552) | (None, 2)

Figure 7: 3-layered flow chart of the used model
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Algorithm 1: Federated averaging for the proposed 3-layered CNN model
Server Initialization:
M, Initialization — (M,: Proposed 3-layered CNN model at its initial stated before
deployment)
fori=1,2,3, ....m
S; — (Randomly selected edge devices)
forallk C S;:
Edge Node Update:
B — (Split the local dataset into training & testing)
for p=1: epochs:
for selected batch (b) = B:
w — Performing conventional CNN Algorithm using proposed 3-layered model
return w to server

6 Federated Learning Procedure on Decentralized Image Dataset

Unlike classical machine learning algorithm that uses datasets that are assembled on the local
device and used to train the model [39], the Federated Learning method uses datasets that are locally
stored on edge devices connected to the server, and this data has no correlation with other datasets
that are indigenous to their edge devices. Thus the model trained using a decentralized dataset such as
this one will be a global model for all dataset associated with the specific application [40]. Traditional
machine learning techniques are unable to perform continuous learning because all the datasets are
accumulated on the centralized server where the model is trained and distributed to the edge devices.
This is not a problem in most cases if the server can predict using the trained model. However, users
of mobile computing expect a quick response, and the connection time between a user’s device and a
central server may be too long to provide a satisfying experience for the user and induce latency [41].
Also, traditional machine learning algorithms require edge nodes connected to the server to share their
respective information, which may be confidential and include things like medical records, in order to
train the model. Because of the introduction of Federated Learning, the restriction on the information
that may be shared from the edge node to the server and the problem of latency due to the connection
issue between the edge device and the server has been lifted.

Additionally, it allows continuous learning by aggregating the learned models from the many edge
nodes in the server, which are then sent back to the edge nodes for additional training. An edge node
must only ask the server to provide the basic model for training their locally stored dataset, and then
they need to transmit the learned parameters, weights, etc., to the server in place of their own dataset.
Instead of an image dataset, it trains the model on a local edge device and then transfers the weights
and parameters to the server, where it aggregates the knowledge from other similar edge devices [42].
Algorithm 1 from Reference [43], which used the Federated Averaging technique, has been adapted to
work with the 3-layered version of the proposed model, and 20 epochs have been chosen. The Federated
learning approach is displayed in Algorithm 1.

Fig. 8 demonstrates the classical machine learning models where the server accumulates the data
from an edge node and trains the model. As can be seen from Fig. §, both the model and the dataset
are stored in the cloud, which is also the location where the model is trained and from where it
provides services to the edge node upon request. In general, it offers a decent response, but in most
instances, the communication going back and forth between an edge device and server induces latency,
which unquestionably negatively influences the end-user experience. On the other hand, in Federated
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Learning, the model is deployed in edge devices, as shown in Fig. 9, where the edge device trains the
model on their local dataset and only transfers the learned parameter, such as weights, biases, etc., to
the server. Now the server accumulates all the locally trained models from different connected edge
devices and averages them to obtain a master model. In this way, the dataset remains with the edge
devices. Since each edge node has a unique copy of the model that it will communicate to the server for
aggregation, the number of edge nodes may be increased while still reducing the inference time. The
gradient is being calculated in parallel by a number of edge devices, which considerably accelerates
the entire federated process. By completely using the enormous potential of the data on terminal
devices while maintaining user privacy, edge federated learning eliminates the “data island” problem
and significantly boosts the effectiveness of model learning in edge computing systems [42].

Model

Prediction Request

Prediction

Prediction

j—] -
E+*— Dataset 1 E+ +— Dataset 2

Edge Node/Device | Edge Node/Device 2

Figure 8: The classical machine learning procedure

Initial Model

Model 1 oy
New Mater | = (D)
Model 45 )

Locally Trained Model

Model | Parameters,
Model 2 Parameters

Model Deployment

Model Deployment

Edge Node/Device | Edge Node/Device 2

Figure 9: Federated learning approach for training the dataset on edge nodes
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7 Results

The performance of the trained model while utilizing a decentralized dataset on edge devices is
proven by using a confusion matrix, as shown in Fig. 10, where the distribution of test data is presented
in terms of both the true class and the predicted class. Table 4 contains the performance parameters of
the trained model. From Table 4, it is observed that the performance of the proposed model, which uses
the same decentralized dataset at each node, is superior to that of the two pre-trained models, which
are VGG-16 and ResNet-50. In order to get the federated model, two common tools for federated
averaging are utilized, as shown in Table 4. Of these tools, FedAvg gives a higher level of accuracy for
the master model in comparison to the model that was obtained by utilizing FedMA.

Confusion Martrix of Edge Device 1 Confusion Martrix of Edge Device 2 400
()] =]

o :é 44 we 0 :é' 25 |_300

&3 L

‘é‘ = j-400 E = 200

r E -200 = E 17 -100

Covid-19 Normal Covid-19 Normal
Predicted Class Predicted Class
Figure 10: Confusion matrix of both edge devices
Table 4: Comparative analysis of similar and proposed models

Algorithms Accuracy Recall Precision  F1 score
Edge node/device 1 (Custom CNN)* (COVID 94.9 95.5 94.27 98.95
or NORMAL)
Edge node/device 2 (Custom CNN)* (COVID 95.01 95.09 94.11 95.1
or NORMAL)
FedAvg implemented master model (Custom 99.03 98.22 97.16 98.84
CNN)*
FedMA implemented master model (Custom 98.63 96.4 98.58 97.72
CNN)*
Edge node/device 1 (VGG-16) (COVID or 90.86 89.59 90.31 91.13
NORMAL)
Edge node/device 2 (VGG-16) (COVID or 88.69 86.37 85.95 87.13
NORMAL)
FedAvg implemented master model (VGG-16) 96.42 95.95 95.64 97.2
FedMA implemented master model (VGG-16) 94.367 93.62 94.44 94.29
Edge node/device 1 (ResNet-50) (COVID or 92.3 94.01 91.87 92.64
NORMAL)
Edge node/device 2 (ResNet-50) (COVID or 84.58 86.32 85.73 85.83
NORMAL)

(Continued)
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Table 4: Continued

Algorithms Accuracy Recall Precision  F1 score
FedAvg implemented master model (ResNet-50) 97.3 96.33 96.72 93.9
FedMA implemented master model (ResNet-50) 94.39 94.87 95.372 92.71

Note: ™ - Proposed.

A graphical representation of the accuracy and loss for edge device 1 categorization is shown in
Fig. 11, and the following output that it is anticipated to produce is shown in Fig. 12. It was completely
accurate in its prediction for all six images, although they were selected at random from the test dataset.
The training and testing accuracy, as well as the training and testing loss, for edge device 2 are shown
in Figs. 13, and 14, respectively.
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100
—— Train Loss
08 —— Test Loss
098
06
-, 096
® »
— wv
2 094 2 04
092 -
51—t —— Train accuracy
[ —— Test accuracy &6

00 25 50 75 100 125 150 175 00 25 50 75 100 125 150 115

Epoch Epoch

Figure 11: Accuracy and loss of edge device 1 using custom CNN model

Predicted: COVID Predicted: NORMAL Predicted: COVID Predicted: NORMAL
Actual: COVID Actual: NORMAL Actual: COVID Actual: NORMAL

Figure 12: Prediction of edge device 1
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Figure 13: Accuracy and loss of edge device 2 using custom CNN model
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Figure 14: Prediction of edge device 2

Multimodality within each class, such as geodiversity, is common in real-world data. Since the
corresponding dominant domain and class connection might hinder the classifier from learning
meaningful links between features and classes, classifiers trained on such data “learn” these biases
and perform badly on the under-represented domains. The Federated approach lets users train their
model without providing their own dataset to the server. This way, the data of the localized node
at the user will be secure, and even if the dataset is updated in the future, the edge device only
has to request the server to redeploy the model to train their newly generated dataset. Each edge
device will sink with the server to train their local dataset and update previous weights and biases
to generate a new master model. Fig. 15 depicts the performance of the aggregated model at the
server end using two federated averaging criteria, namely FedMA and FedAvg. FedMA constructs
the shared global model layer-by-layer by matching and averaging hidden components (such as
channels for convolution layers, hidden states for Long Short-Term Memory (LSTM), and neurons for
fully connected layers) with comparable feature extraction signatures. FedMA not only outperforms
current state-of-the-art federated learning approaches, but also considerably reduces the overall
communication cost in deep CNN and LSTM architectures trained on real-world datasets [43]. In
contrast to FedMA’s performance, Fed Avg performed slightly better, reaching an accuracy of 99.03%
while FedM A managed to achieve 98.63%. Due to its capacity to benefit from the variability in client
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data distributions through local updates, FedAvg has been able to understand the common data
representation among the tasks of the customers. The iteration complexity needed by the clients to
prove such outcomes is expressly specified in the case where the underlying shared representation is a
linear map [44,45].

Accuracy of Federated/Master Model
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Figure 15: FedAvg and FedMA implemented federated/master model accuracy using 3-layered pro-
posed CNN model

8 Conclusion

Pneumonia is a disease that may be fatal if not treated appropriately, and COVID-inducted
Pneumonia is even more dangerous. Diagnostics in cognition that are timely, accurate, and supported
by the proper therapy have the potential to help save several lives. In third-world countries, where the
standard of medical care is not as high as it should be, many patients may be waiting in emergency
wards outside for the correct diagnosis. Even in these cases, it can be extremely challenging for medical
professionals to properly care for such a large number of patients at once since the rate at which
COVID-19 spread is really high. In these circumstances, computer-aided diagnosis, often known as
CAD, is a good choice for accelerating the diagnosing process while simultaneously keeping physical
contact to a minimum. Given that the dataset at each edge device may be provided, but the organization
may not have the authorization to share it with the server or data center where it may be trained
to deliver services, the proposed model incorporates a Federated Learning technique that uses a 3-
layered CNN model to train decentralized datasets on local devices that are connected to the server.
Through Federated Learning, the system will be able to learn continuously since the data never stops
accumulating. Federate Learning algorithm improved the model that it acquired from the edge devices
using FedAvg and attained an accuracy of 99.03%, whereas FedMA attained 98.63. The predicted
development of the proposed Federated Learning model would provide a tool that radiologists may
use to acquire more image datasets and make a quick diagnosis of COVID-19 or any other illness given
with an appropriate dataset of its sort.
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