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Abstract: As the Internet of Things (IoT) endures to develop, a huge count
of data has been created. An IoT platform is rather sensitive to security
challenges as individual data can be leaked, or sensor data could be used
to cause accidents. As typical intrusion detection system (IDS) studies can
be frequently designed for working well on databases, it can be unknown if
they intend to work well in altering network environments. Machine learning
(ML) techniques are depicted to have a higher capacity at assisting mitigate
an attack on IoT device and another edge system with reasonable accuracy.
This article introduces a new Bird Swarm Algorithm with Wavelet Neural
Network for Intrusion Detection (BSAWNN-ID) in the IoT platform. The
main intention of the BSAWNN-ID algorithm lies in detecting and classifying
intrusions in the IoT platform. The BSAWNN-ID technique primarily designs
a feature subset selection using the coyote optimization algorithm (FSS-COA)
to attain this. Next, to detect intrusions, the WNN model is utilized. At last,
the WNN parameters are optimally modified by the use of BSA. A widespread
experiment is performed to depict the better performance of the BSAWNN-
ID technique. The resultant values indicated the better performance of the
BSAWNN-ID technique over other models, with an accuracy of 99.64% on
the UNSW-NB15 dataset.
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1 Introduction

With the recent advancements in wireless communication technology that have increased Internet
of Things (IoT) systems, several security threats are now ravaging IoT platforms, causing damage to the
data [1]. And with the enormous applications of IoT platforms, guaranteeing that cyberattacks were
being holistically identified to evade harm was vital [2]. If a system is under attack is paramount since
prevention of the attack will be mandatory. Therefore, it grabs the high interest of authors to do more
research in the intrusion detection system (IDS) field [3]. IDS will monitor network traffic flow for
privacy violations and possible cyberattacks at various layers of the network and thwarts monitored
attacks from happening [4]. Technological developments have led to augmented data collection sources
in the IoT platform ranging from smart grids to network devices like switches, routers, hubs, smart
devices, smart homes, etc. [5]. Data accumulated from such network nodes or end devices depends on
the modes included in traffic monitoring. In IDS, there exist 3 modes of monitoring network traffic
flow: network-oriented, hybrid, and host-oriented techniques [6].

A recent study on IDSs related to abnormal behaviours was conducted to detect outliers by
learning intrusion detection (ID) data in integration with the machine learning (ML) approach [7].
Such conventional security detection methods were ineffective since the invader continually updated
attack methods and leveraged advanced hacking approaches [8]. For example, security policies are
eluded whenever the invader executes reverse engineering, like firewall configurations, routers, and
network surveillance. The authors have started to explore deep learning (DL) and ML solutions
to boost attack recognition [9]. The advent of processing and computing capabilities permits the
employment of the DL and ML approaches at scale and estimates the attack events precisely.
Intellectual IDS solutions were modelled in the literature for attack detection in classical networks
using DL and ML approaches [10].

This article introduces a new Bird Swarm Algorithm with Wavelet Neural Network for Intrusion
Detection (BSAWNN-ID) in an IoT environment. The major intention of the BSAWNN-ID technique
lies in detecting and classifying intrusions in the IoT platform. To attain this, the BSAWNN-ID
technique primarily designs a feature subset selection using a coyote optimization algorithm (FSS-
COA). Next, to detect intrusions, the WNN model is utilized. At last, the WNN parameters are
optimally modified by the use of BSA. A widespread experiment is performed to depict the better
performance of the BSAWNN-ID technique.

2 Related Works

In [11], a hybrid ML technique named extreme gradient boosting with random forest (XGB-RF)
was presented to detect intrusion attacks. The presented hybrid system can be executed to the N-
BaIoT database comprising hazardous botnet attacks. RF has been utilized for feature selection (FS),
and XGB classification is employed to detect attacks on IoT platforms. Fenanir et al. [12] generate a
lightweight IDS dependent upon 2 ML approaches, feature selection (FS) and feature classifier. The
FS is recognized by the filter-based approach, recognition of their comparatively minimal computing
cost. The feature classifier approach for our system can be recognized with a comparative analysis.

In [13], a new hybrid weighted deep belief network (HW-DBN) technique was presented to create a
productive and dependable IDS (DeepIoT.IDS) approach for detecting present and new cyberattacks.
The HW-DBN system combines an improved Gaussian–Bernoulli restricted Boltzmann machine
(Deep GB-RBM) feature learning function with a weighted deep neural network (WDNN) technique.
In [14], an ensemble ID system was presented for mitigating malicious events in specific botnet attacks
employed from IoT networks. A novel statistical flow feature is created in the protocols dependent
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upon analyzing its potential properties. Afterwards, an AdaBoost ensemble learning approach was
established employing 3 ML approaches, such as Naïve Bayes (NB), artificial neural network (ANN),
and decision tree (DT), for evaluating the effect of these features and identifying malicious events
efficiently.

Albulayhi et al. [15] present and executes a new FS and extracting system for anomaly-related IDS.
This technique starts with utilizing 2 entropy-related techniques (gain ratio (GR) and information gain
(IG)) for selecting and extracting relevant features from several ratios. Afterwards, the mathematical
set model (union and intersection) is employed for extracting an optimum feature. Saheed et al. [16]
examine an ML-related IDS (ML-IDS) to detect IoT network attacks. During the primary step of this
study approach, feature scaling is done utilizing the min-max normalization method on the UNSW-
NB15 database to limit data leakage on the test dataset. During the next step, dimensionality reduction
can be executed with Principal Component Analysis (PCA). Finally, six presented ML techniques can
be employed to investigate.

3 The Proposed Model

In this article, we have developed a novel BSAWNN-ID technique in the IoT platform. The main
intention of the BSAWNN-ID technique lies in the recognition and classification of intrusions in the
IoT platform. To attain this, the BSAWNN-ID technique designed the FSS-COA for feature subset
election. Next, to detect intrusions, the WNN model is utilized. At last, the WNN parameters are
optimally modified by the use of BSA. Fig. 1 represents the working process of the BSAWNN-ID
system.

Figure 1: Working process of BSAWNN-ID system
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3.1 Design of FSS-COA Model

In this work, the FSS-COA is derived from selecting features from the input data. COA is a
meta-heuristic algorithm determined to tackle real-time optimization problems [17]. In the presented
method, each one tries to discover the search space. Like the member of the colony, each was executing
the duty. There exist 4 types of chimps exist: driver, attacker, chaser, and barrier. The driving and
chasing are demonstrated in Eqs. (1) and (2). Where t indicates the existing iteration count, a, m, and c
denote the parameter vector, Xprey determines the prey location, and Xchimp denotes the chimp location.
a, c and m variables are evaluated as follows:

d = ∣∣c . Xprey (t) − m . Xchimp (t)
∣∣ (1)

Xchimp (t + 1) = Xprey (t) − a . d (2)

a = 2 . f . r1 − a (3)

c = 2 . r2 (4)

m = Chaotic−Value (5)

f was nonlinearly reduced in [2.5–0] through a chaotic vector. r1 and r2 denote the arbitrary vector
within [0,1]. In addition, m indicates the chaotic vector evaluated by different chaotic maps. The chimp
group employed different techniques for upgrading f , T indicates the maximal iteration count, and t
denotes the existing iteration.

The research assumed that the attacker location is the prey location. The driver place, chase, and
barrier are modified through the attacker’s location. The 4 optimal solutions are stored, and other
chimps upgrade the location according to the optimal chimp location.

dAttacker = |c1XAttacker − m1X |,
dBarrier = |c2XBarrier − m2X |, (6)

dChaser = |c3XChaser − m3X |,
dDriver = |c4XDriver − m4X |

X1 = XAttacker − a1(dAttacker), X2 = XBarrier − a2(dBarrier)

X3 = XChaser − a3(dChaser), X4 = XDriι)er − a4

(
dDriι)er

)
(7)

x (t + 1) = x1 + x2 + x3 + x4

4
(8)

If |a| > 1, chimp forces to deviate in prey (avoid optimal local trap), and if |a| < chimp forces to
converge at prey location (global optima), c indicates the arbitrary integer from 0 and 2 that provides
arbitrary weight to the prey for supporting (c > 1) or decreasing (c < 1) the effects of location prey.
The chaotic map exploited for improving the COA efficacy:

Xchimp (t + 1) =
{

Xprey (t) − a . d μ < 0.5
Chaotic−Value μ > 0.5

(9)
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From the expression, μ indicates the arbitrary integer from 0 and 1. To achieve this, COA was
initialized through the arbitrary population of chimps. Then, each chimp modifies the f variable
through the particular group technique. As well, each applicant solution modifies the distance. In
addition, c and m avoid local optimal. Furthermore, f has decreased in [2.5–0] to boost the exploitation
process.

The fitness function (FF) employed in the projected method was planned to take a balance
between the number of particular features in all the solutions (lower) and classifier accuracy (higher)
attained by employing these particular features; Eq. (10) defines the FF for evaluating the solution.

Fitness = αγR (D) + β
|R|
|C| (10)

whereas γR(D) signifies the classification error rate.

3.2 Intrusion Detection Using Optimal WNN

For the intrusion classification process, the WNN model is used. The wavelet method is a primary
advantage of processing signals and is rapidly implemented from numerous interconnected areas
[18]. The WNN benefits from optimum fault tolerance, stronger adjustability, and an easy network
framework. Whereas x1, x2, . . . , xk indicates the input of WNN; y1, y2, . . . , ym denotes the predicted
results. wij signifies the connection weight amongst input and hidden states.

h (j) = hj

(∑k

i=1 wijxi − bj

aj

)
, j = 1, 2, . . . , l (11)

In Eq. (11), h(j) refers to the outcomes of jth hidden states, aj indicates the scaling feature of the
wavelet basis function (WBF), bj denotes the translation factor of WBF hj, and hj has the wavelet basis
function. In such cases, the Morlet WBF has applied as a function of hidden state node:

y = cos(1.75x)e−x2/2 (12)

The formula for the resulting state is:

y(k) =
∑l

i=1
wikh(i), k = 1, 2, . . . , m (13)

Now, wik denotes the weight connecting hidden to the resulting state h(i), characterizes the result
of the ith hidden layer, l indicates the number of hidden layers, and m shows the number of resulting
layers. Fig. 2 represents the architecture of the WNN technique.

To adjust the WNN parameters, the BSA is utilized. BSA developed by Meng et al. [19], is an
intelligent bionic approach inspired by multigroup and multi-search methods; it stimulates the bird
flight, foraging, and vigilance performances and applies these SI for resolving the optimized problem.

(1) Foraging behavior

Once the iteration count is lower when compared to FQ and δ ≤ P, the bird is foraging
performance. Rule2 was mathematically formulated in the following:

xt+1
i,j = xt

i,j +
(
pt

i,j − xt
i,j

) × C × rand (0, 1) (14)

+ (
gt

j − xt
i,j

) × S × rand (0, 1) ,
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Figure 2: Structure of WNN

In Eq. (14), C and S denote the 2 positive integers; the former one is called a cognitive accelerated
coefficient, and the last one is called a social accelerated coefficient. Currently, pi,j denotes the i-th bird
optimal prior location, and gj refers to the optimal prior swarm location.

(2) Vigilance behaviour

Once the iteration count is lower than FQ and δ > P, the bird is vigilance performance. Rule3 is
formulated mathematically as:

xt+1
i,j = xt

i,j + A1

(
meant

j − xt
i,j

) × rand (0, 1) (15)

+A2

(
pt

k,j − xt
i,j

) × rand (−1, 1) ,

A1 = a1 × exp
(

− pFiti

sumFit + ε
× N

)
, (16)

A2 = a2 × exp
((

pFiti − pFitk

|pFitk − pFiti| + ε

)
× N × pFitk

sumFit + ε

)
, (17)

From the expression, a1 and a2 characterizes the 2 positive constants within [0,2], pFiti denotes the
optimal fitness value of ith bird and sumFit show the sum of swarms’ optimal fitness value [20]. Now,
ε is applied to prevent zero-division error. meanj describes the jth component of the average swarm
location.

(3) Flight behaviour

Once the iteration count is equivalent to FQ, the bird’s flight performance is classified as producer
and scrounger by fitness. Rule3 and 4 are mathematically given below:

xt+1
i,j = xt

i,j + randn (0, 1) × xt
i,j, (18)
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xt+1
i,j = xt

i,j +
(
xt

k,j − xt
i,j

) × FL × rand (0, 1) , (19)

whereas FL (FL ∈ [0, 2]) shows the scrounger following the producer to search for food.

4 Results and Discussion

The result analysis of the BSAWNN-ID method is tested on two datasets: The toN_IoT dataset
(https://research.unsw.edu.au/projects/toniot-datasets) and the UNSW-NB15 dataset. Tables 1 and 2
demonstrate the details of the two datasets.

Table 1: Details on ToN-IoT dataset

ToN-IoT dataset

Label Class No. of records

C-1 Backdoor 1000
C-2 Denial of service (DoS) 1000
C-3 Distributed denial of service (DDoS) 1000
C-4 Injection 1000
C-5 Man in the middle (MITM) 1000
C-6 Scanning 1000
C-7 Ransomware 1000
C-8 Password 1000
C-9 Cross-site scripting (XSS) 1000
C-10 Normal 1000

Total number of records 10000

Table 2: Details on UNSW-NB15 dataset

UNSW-NB15 dataset

Label Class No. of records

C-1 Normal 500
C-2 Generic 500
C-3 Exploits 500
C-4 Fuzzers 500
C-5 Reconnaissance 500
C-6 DoS 500
C-7 Analysis 500
C-8 Backdoor 500
C-9 Shellcode 500
C-10 Worms 174

Total number of records 4674

https://research.unsw.edu.au/projects/toniot-datasets
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The confusion matrix of the BSAWNN-ID model on the applied ToN-IoT dataset is reported
with different training (TR) and testing (TS) data in Fig. 3. The outcomes defined that the ToN-IoT
dataset has recognized ten classes of intrusions properly and accurately.

Figure 3: Confusion matrices of BSAWNN-ID system under ToN-IoT dataset (a) entire database, (b)
70% of TR database, and (c) 30% of TS database

Table 3 illustrates the overall ID outcomes of the BSAWNN-ID model on the ToN-IoT dataset.
The outcomes described that the BSAWNN-ID technique had shown enhanced results. With the entire
dataset, the BSAWNN-ID method has accomplished average accuy, precn, recal, Fscore, and Jaccardindex

of 99.57%, 97.85%, 97.84%, 97.84%, and 95.78%. In addition, with 70% of the TR database, the
BSAWNN-ID approach has attained average accuy, precn, recal, Fscore, and Jaccardindex of 99.57%,
97.88%, 97.85%, 97.86%, and 95.81%. Also, with 30% of the TS database, the BSAWNN-ID algorithm
has achieved average accuy, precn, recal, Fscore, and Jaccardindex of 99.56%, 97.80%, 97.82%, 97.80%, and
95.71%.
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Table 3: Result analysis of the BSAWNN-ID system with various classes under the ToN-IoT dataset

Labels Accuy Precn Recal Fscore Jaccardindex

Entire dataset

C-1 99.56 98.28 97.30 97.79 95.67
C-2 99.64 97.44 99.00 98.21 96.49
C-3 99.45 96.37 98.20 97.28 94.70
C-4 99.57 98.38 97.30 97.84 95.77
C-5 99.49 96.20 98.80 97.48 95.09
C-6 99.57 98.58 97.10 97.83 95.76
C-7 99.68 98.50 98.30 98.40 96.85
C-8 99.71 99.29 97.80 98.54 97.12
C-9 99.49 97.59 97.30 97.45 95.02
C-10 99.52 97.89 97.30 97.59 95.30

Average 99.57 97.85 97.84 97.84 95.78

Training phase (70%)

C-1 99.63 98.23 97.94 98.09 96.25
C-2 99.66 97.51 99.16 98.33 96.71
C-3 99.37 95.81 98.00 96.89 93.97
C-4 99.64 99.13 97.30 98.21 96.48
C-5 99.50 96.42 98.73 97.56 95.24
C-6 99.57 98.52 97.08 97.79 95.68
C-7 99.64 98.58 97.89 98.24 96.53
C-8 99.70 99.28 97.72 98.49 97.03
C-9 99.49 97.36 97.63 97.49 95.11
C-10 99.51 97.92 97.05 97.48 95.09

Average 99.57 97.88 97.85 97.86 95.81

Testing phase (30%)

C-1 99.40 98.39 95.92 97.14 94.44
C-2 99.60 97.26 98.61 97.93 95.95
C-3 99.63 97.69 98.67 98.18 96.42
C-4 99.40 96.63 97.29 96.96 94.10
C-5 99.47 95.67 98.97 97.29 94.72
C-6 99.57 98.71 97.15 97.93 95.94
C-7 99.77 98.29 99.31 98.80 97.62
C-8 99.73 99.32 97.99 98.65 97.33
C-9 99.50 98.20 96.47 97.33 94.79
C-10 99.53 97.83 97.83 97.83 95.74

Average 99.56 97.80 97.82 97.80 95.71

The training accuracy (TACC) and validation accuracy (VACC) of the BSAWNN-ID approach
are investigated under the ToN-IoT dataset performance in Fig. 4. The figure referred that the
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BSAWNN-ID system has exhibited higher performance with improved values of TACC and VACC.
It can be clear that the BSAWNN-ID method has gained maximal TACC outcomes.

Figure 4: TACC and VACC analysis of the BSAWNN-ID system under the ToN-IoT dataset

The training loss (TLS) and validation loss (VLS) of the BSAWNN-ID model are tested under the
ToN-IoT dataset performance in Fig. 5. The figure revealed that the BSAWNN-ID approach revealed
better performance with minimal values of TLS and VLS. It is stated that the BSAWNN-ID model
has resulted in reduced VLS outcomes.

Figure 5: TLS and VLS analysis of BSAWNN-ID system under the ToN-IoT dataset
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The confusion matrix of the BSAWNN-ID system on the applied UNSW-NB15 dataset is given in
Fig. 6. The outcomes determine that the UNSW-NB15 dataset has recognized ten classes of intrusions
properly and accurately.

Figure 6: Confusion matrices of BSAWNN-ID system under UNSW-NB15 dataset (a) Entire database,
(b) 70% of TR database, and (c) 30% of TS database

Table 4 depicts an overall ID outcome of the BSAWNN-ID approach on the UNSW-NB15
dataset. The outcomes demonstrated that the BSAWNN-ID algorithm had shown improved results.
With the entire dataset, the BSAWNN-ID system has attained average accuy, precn, recal, Fscore, and
Jaccardindex of 99.62%, 97.98%, 97.96%, 97.96%, and 96%. Followed by, 70% of the TR database, the
BSAWNN-ID technique has obtained average accuy, precn, recal, Fscore, and Jaccardindex of 99.61%,
97.98%, 97.87%, 97.91%, and 95.92%. Moreover, with 30% of the TS database, the BSAWNN-ID
methodology has reached average accuy, precn, recal, Fscore, and Jaccardindex of 99.64%, 97.97%, 98.23%,
98.08%, and 96.25%.
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Table 4: Result analysis of the BSAWNN-ID system with various classes under the UNSW-NB15
dataset

Labels Accuy Precn Recal Fscore Jaccardindex

Entire dataset

C-1 99.68 98.02 99.00 98.51 97.06
C-2 99.79 98.04 100.00 99.01 98.04
C-3 99.72 99.80 97.60 98.69 97.41
C-4 99.55 96.87 99.00 97.92 95.93
C-5 99.44 99.79 95.00 97.34 94.81
C-6 99.53 98.58 97.00 97.78 95.66
C-7 99.61 97.25 99.20 98.22 96.50
C-8 99.59 98.39 97.80 98.09 96.26
C-9 99.57 97.06 99.00 98.02 96.12
C-10 99.70 95.98 95.98 95.98 92.27

Average 99.62 97.98 97.96 97.96 96.00

Training phase (70%)

C-1 99.60 97.46 98.85 98.15 96.37
C-2 99.79 98.04 100.00 99.01 98.04
C-3 99.76 99.69 97.90 98.79 97.60
C-4 99.57 97.46 98.58 98.02 96.11
C-5 99.45 99.70 95.09 97.34 94.81
C-6 99.54 98.86 96.93 97.88 95.86
C-7 99.51 96.68 98.87 97.76 95.62
C-8 99.54 98.37 97.58 97.98 96.03
C-9 99.63 96.81 99.70 98.24 96.53
C-10 99.69 96.72 95.16 95.93 92.19

Average 99.61 97.98 97.87 97.91 95.92

Testing phase (30%)

C-1 99.86 99.34 99.34 99.34 98.68
C-2 99.79 98.04 100.00 99.01 98.04
C-3 99.64 100.00 97.01 98.48 97.01
C-4 99.50 95.51 100.00 97.70 95.51
C-5 99.43 100.00 94.81 97.33 94.81
C-6 99.50 97.87 97.18 97.53 95.17
C-7 99.86 98.66 100.00 99.32 98.66
C-8 99.71 98.44 98.44 98.44 96.92
C-9 99.43 97.58 97.58 97.58 95.27
C-10 99.71 94.23 98.00 96.08 92.45

Average 99.64 97.97 98.23 98.08 96.25
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The TACC and VACC of the BSAWNN-ID approach are examined under UNSW-NB15 dataset
performance in Fig. 7. The figure pointed out that the BSAWNN-ID model has revealed improved
performance with increased values of TACC and VACC. It is visible that the BSAWNN-ID system
has reached higher TACC outcomes.

Figure 7: TACC and VACC analysis of the BSAWNN-ID system under the UNSW-NB15 dataset

The TLS and VLS of the BSAWNN-ID algorithm are tested under UNSW-NB15 dataset
performance in Fig. 8. The figure inferred that the BSAWNN-ID methodology had exposed better
performance with the least values of TLS and VLS. It is noticeable that the BSAWNN-ID methodol-
ogy has resulted in lesser VLS outcomes.

Table 5 and Fig. 9 highlight the comparison ID results of the BSAWNN-ID model on the ToN-
IoT dataset. The results defined the improvement of the BSAWNN-ID model over other models. Based
on accuy, the BSAWNN-ID model has shown improved results with an accuy of 99.57%. Meanwhile, in
terms of precn, the BSAWNN-ID system has exhibited higher outcomes with precn of 97.88%. Similarly,
concerning recal, the BSAWNN-ID approach has revealed maximal results with a recal of 97.85%.
Last, based on the F1score, the BSAWNN-ID methodology has displayed enhanced results with an
F1score of 97.86%.

Table 6 and Fig. 10 demonstrate the comparison ID outcomes of the BSAWNN-ID approach on
the UNSW-NB15 dataset. The outcomes defined the enhancement of the BSAWNN-ID approach
over other techniques.
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Figure 8: TLS and VLS analysis of the BSAWNN-ID system under the UNSW-NB15 dataset

Table 5: Comparative analysis of the BSAWNN-ID system with other approaches under the ToN-IoT
dataset

ToN-IoT dataset

Methods Accuy Precn Recal Fscore

BSAWNN-ID 99.57 97.88 97.85 97.86
DT model 97.51 97.49 96.92 97.57
NB model 96.48 96.91 96.87 96.36
XGBoost 97.94 96.35 95.18 95.91
Inception time 99.22 97.35 97.32 96.63
LSTM model 98.95 97.57 96.68 97.32
DNN model 98.23 96.39 96.33 96.28
ENS-SVM 93.82 93.46 94.05 93.26
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Figure 9: Comparative analysis of the BSAWNN-ID system under the ToN-IoT dataset

Table 6: Comparative analysis of the BSAWNN-ID system with other approaches under the UNSW-
NB15 dataset

UNSW-NB15 dataset

Methods Accuy Precn Recal Fscore

BSAWNN-ID 99.64 97.97 98.23 98.08
Densely-ResNet 74.48 81.17 96.66 88.01
RF model 95.38 96.45 96.7 96.69
DT model 94.32 93.54 97.89 96.33
MLP model 84.94 84.26 84.84 82.72
LSTM model 89.53 92.72 85.72 91.25
DNN model 75.92 80.16 75.4 76.67
Inception 98.65 97.49 97.53 96.12

Concerning accuy, the BSAWNN-ID methodology has outperformed superior outcomes with an
accuy of 99.64%. In the meantime, based on precn, the BSAWNN-ID method has exposed maximum
results with precn of 97.97%. Likewise, in terms of recal, the BSAWNN-ID algorithm has exhibited
enhanced outcomes with a recal of 98.23%. Finally, concerning F1score, the BSAWNN-ID algorithm
has demonstrated higher results with an F1score of 98.08%. Therefore, the BSAWNN-ID model has
shown effectual ID results in the IoT environment.
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Figure 10: Comparative analysis of BSAWNN-ID system under UNSW-NB15dataset

5 Conclusion

In this article, a novel BSAWNN-ID technique was developed in the IoT platform. The main
intention of the BSAWNN-ID algorithm lies in the recognition and classification of intrusion in the
IoT platform. The BSAWNN-ID technique designed the FSS-COA for feature subset election to attain
this. Next, to detect intrusions, the WNN model is utilized. At last, the WNN parameters are optimally
modified by the use of BSA. A widespread experimental analysis is performed to depict the enhanced
performance of the BSAWNN-ID approach. The resultant values indicated the better performance
of the BSAWNN-ID technique over other models, with an accuracy of 99.64% on the UNSW-NB15
dataset. Thus, the BSAWNN-ID technique can be used for real-time intrusion recognition purposes.
In the future, the BSAWNN-ID technique can be extended to the outlier detection process.
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