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Abstract: Finding clusters based on density represents a significant class of
clustering algorithms. These methods can discover clusters of various shapes
and sizes. The most studied algorithm in this class is the Density-Based Spatial
Clustering of Applications with Noise (DBSCAN). It identifies clusters by
grouping the densely connected objects into one group and discarding the
noise objects. It requires two input parameters: epsilon (fixed neighborhood
radius) and MinPts (the lowest number of objects in epsilon). However, it can’t
handle clusters of various densities since it uses a global value for epsilon. This
article proposes an adaptation of the DBSCAN method so it can discover
clusters of varied densities besides reducing the required number of input
parameters to only one. Only user input in the proposed method is the MinPts.
Epsilon on the other hand, is computed automatically based on statistical
information of the dataset. The proposed method finds the core distance
for each object in the dataset, takes the average of these distances as the
first value of epsilon, and finds the clusters satisfying this density level. The
remaining unclustered objects will be clustered using a new value of epsilon
that equals the average core distances of unclustered objects. This process
continues until all objects have been clustered or the remaining unclustered
objects are less than 0.006 of the dataset’s size. The proposed method requires
MinPts only as an input parameter because epsilon is computed from data.
Benchmark datasets were used to evaluate the effectiveness of the proposed
method that produced promising results. Practical experiments demonstrate
that the outstanding ability of the proposed method to detect clusters of
different densities even if there is no separation between them. The accuracy
of the method ranges from 92% to 100% for the experimented datasets.
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1 Introduction

Clustering is a fundamental task in data mining and knowledge discovery. It aims to discover latent
patterns in the data. It is the process of grouping similar objects into the same group and assigning
dissimilar objects to different groups. The similarity or dissimilarity between objects is based on a
specific distance function. Clustering algorithms can be classified into partitional [1-3], hierarchical
[4,5], density-based [6—10], and grid-based [11] methods. Density-based methods consider clusters as
high-density regions that are separated from each other by low-density ones.

The DBSCAN [6] method is the most studied algorithm in this class. A cluster is constructed
from any core object with its density-connected objects, and a core object must have at least MinPts
neighbors in a fixed neighborhood radius called Eps (epsilon). It requires two user input parameters.
This method has achieved great success because of its ability to discover clusters of different shapes
and sizes, and its ability to deal with noise, and because users are not required to know the number of
clusters in advance. DBSCAN'’s overall performance relies upon two parameters: Eps and MinPts.
However, it is difficult to determine these two parameters without sufficient early information.
Identifying these clusters using fixed thresholds is challenging when a dataset includes clusters with
different densities.

Therefore, studies have been conducted on improving DBSCAN by using modern techniques of
detecting clusters with various densities. These studies either suggest methods for improving DBSCAN
after the suitable parameters have been acquired via a dataset preprocessing step or propose new
algorithms that carry out density-based clustering using new ideas.

Fig. 1a presents an uneven dataset that including two clusters with different densities. The density
of the inner clusters is high, while that of the outer clusters is low. Fig. 1b indicates that DBSCAN
can only discover the cluster with high density (the pink circles in the middle) because of the diverse
densities of the two clusters. The outside black circular cluster is viewed as noise because of its low
density and the small value of Eps. Increasing the Eps makes the dense cluster swallow some of the
objects of the less dense cluster, as in Figs. Ic and 1d, and with the continuation of increasing the Eps,
the two clusters are combined into one. The problem arises because it uses a fixed density threshold
value. Consequently, clusters satisfying the density threshold can be discovered, and the lower density
clusters than the density threshold are treated as noise.

(a) Original dataset  (b) Eps=1.4 (©)Eps=1.8 d) Eps=24 (e) Eps=25

Figure 1: The results of DBSCAN using different values for Eps, MinPts = 4 for all

To solve the problem of clusters of varied densities, this article proposes a simple technique that
allows DBSCAN to use suitable values for the Eps parameter, where each value is dedicated to a
single density level. As a general case, a dataset that includes clusters of varied densities has the
property that the number of objects in dense regions is more than that of objects in low-density areas.
Thus, the proposed method can compute the value of Eps as the average of the core distances of all
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unclustered objects. Then it applies the traditional DBSCAN to the dataset to obtain clusters at the
current density level. In the case of unclustered objects remaining, the proposed technique makes a new
cycle to calculate a new value of Eps and applies the DBSCAN algorithm to the unclustered objects.
Calculating the value of Eps in this manner removes it from the input parameters of the DBSCAN
algorithm. So, the proposed technique requires only one input parameter. That means our contribution
is discovering varied density clusters with minimal input parameters.

The problem with this research is the detection of clusters with different densities from the
data. Many methods addressed this issue. Each method has its advantages and disadvantages. The
methodology is as follows: This article reviews some techniques that addressed the problem to learn
how to handle it and overcome their limitations and presents a proposed method to handle the
issue. The proposed method depends on the traditional DBSCAN. This study evaluated the proposed
method by applying it to many benchmark datasets. The results demonstrated the effectiveness of
the proposed method. The accuracy of the method ranges from 92% to 100% for the experimented
datasets.

This article is structured as follows: Section 2 reviews some related works. The proposed method
is presented in Section 3. Section 4 introduces some experimental results that emphasize the ability of
the proposed technique to discover clusters of varied densities. Section 5 concludes the article.

2 Related Works

Clustering has many useful features, making it one of the most well-known in many fields of image
segmentation, pattern recognition, machine learning, data mining, etc. [12—16]. Clustering techniques
aim to partition a dataset into subsets. Each subset includes similar objects, while dissimilar objects
are assigned different subsets. Each subset is called a cluster. Density-based algorithms can discover
clusters of different shapes and sizes but do not perform well in the presence of clusters of diverse
densities. Thus, this part of the article mainly discusses some of the existing density-based algorithms.

Density-based methods do not require the number of clusters in advance. DBSCAN was the first
algorithm proposed in this category. It considers clusters as dense regions separated from each other
by low-density regions. Therefore, each cluster is a set of density-connected objects, and the dense
objects are called cores. A core object has MinPts, at least in its neighborhood of fixed radius Eps.
Objects that are not cores, but belong to the vicinity of any core, are called border objects. Objects that
are neither cores nor borders are called noise objects. DBSCAN handles noise effectively. Therefore, it
has been used for anomaly detection [17]. Since DBSCAN depends on two global parameters (Eps and
MinPts), it fails to discover varied density clusters. Several methods have been proposed to overcome
this problem. These methods may be classified into two categories: the first allows different values for
Eps or Minpts, and the second uses alternative density definitions without Eps.

Many algorithms allow Eps to vary according to the local density of each region. In [18], the
method finds the distance to the &™ neighbor for each object and sorts the objects ascendingly based
on these distances. Each cluster will have its own Eps value. The initial value of the Eps will be the
distance to the k™ neighbor of the first object in the sorted dataset, and the traditional DBSCAN
is applied to the data using the present Eps value to get the first top dense cluster. The second top
dense cluster will use the smallest £ distance among the unclassified objects as a new value for Eps
then the DBSCAN is applied again. This process continues until all objects are clustered. This method
produces several small clusters and may deliver singleton clusters.
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In [19], the authors propose a method that allows the Eps and MinPts to vary from one iteration
to the next. It starts with a random value for Eps. If the cluster size is below a threshold, the Eps is
increased by 0.5. In addition, the method requires the number of clusters as an input, so this method
is not suitable at all.

Multi-Density DBSCAN Cluster Based on Grid (GMDBSCAN) [20] divides the data space into
grid cells of the same length, computes local MinPts for each grid cell according to its density,
and applies the DBSCAN to each cell using the same Eps for all cells. This phase produces some
sub-clusters, and the second phase merges the similar sub-clusters in the neighboring cells. This
technique uses some computed thresholds that affect the final results. Using various local Minpts
doesn’t guarantee to find clusters of diverse densities because Eps is constant for all cells. The other
problem with GMDBSCAN is that it is time-consuming to perform well on massive datasets.

Multi-Density DBSCAN Cluster Based on Grid and Using Representative (GMDBSCAN-UR)
[217isa GMDBSCAN enhancement. It partitions data space into grid cells. But it selects representative
objects from each cell and applies DBSCAN on each cell using local MinPts. Its running time is better
than that of GMDBSCAN. But it doesn’t produce good results when the dataset includes clusters of
varied densities.

Varied Density Based Spatial Clustering of Applications with Noise (VDBSCAN) [22] method
selects appropriate Eps values from the k-dist plot, partitions the dataset into different levels of density
then applies the DBSCAN on each density level using the proper value for Eps. This method produces
good results when clusters are of different regular densities. If there is a gradient in density the result
is not accurate.

DBSCAN algorithm based on Density Levels Partitioning (DBSCAN-DLP) [23] partitions the
input dataset into different density level sets based on some statistical characteristic of density
variation. Then estimates the Eps value for each density level set and applies DBSCAN clustering
to each density level set with the corresponding Eps. This method is suitable for clusters of uniform
density; the variance in the density of points in the same cluster should be tiny and less than a threshold.

In [24], the authors developed a mathematical concept to select different values for Eps from
the k-dist plot and apply the DBSCAN algorithm to the data using the selected list of Eps values.
They use spline cubic interpolation to find inflection points on the curve where the curve changes its
concavity. This technique may divide some clusters since not all inflection points correspond to the
correct different density levels.

Dominant Sets-DBSCAN (DSets-DBSCAN) [25] technique merges dominant sets clustering
and DBSCAN. Initially, it runs DSets clustering, and from the resulting clusters, it determines the
parameters for the DBSCAN algorithm. The former density-based clustering algorithms estimate the
value of Eps based on some local density criteria and apply the DBSCAN to discover clusters from
the dataset with multiple density levels.

Examples of algorithms that redefine the density are A-DBSCAN [26] and Multi Density
DBSCAN [27]. k-DBSCAN [26] is a two-phase method. It assigns each object a local density value
and then applies the k-means algorithm to cluster data objects based on their local densities. The
result of this phase is a set of regions have different densities. In the second phase, it applies a modified
version of DBSCAN to cluster data at each density level. The final result of this technique is highly
dependent on the value of k used in k-means. k-DBSCAN needs more input parameters (/ and k used
in the k-means algorithm) than the DBSCAN algorithm, and the tuning parameters process is not an
easy task.
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Multi Density DBSCAN [27] method depends on two calculated parameters: 1-the average
distance between each object and its k-nearest neighbors (DSTp). 2-the average distance between
objects and their k-nearest neighbors in the cluster (AVGDST). This method permits tiny differences
in density within the cluster. It uses sensitive threshold parameters to control the variance in density
permitted within the cluster that affects the result.

K-deviation Density based DBSCAN (KDDBSCAN) [28] uses mutual k-nearest neighborhood
to define the k-deviation density of an object and uses a threshold named density factor in place of
Eps to get direct density reachable neighbors for core objects to expand the cluster.

Clustering Based on Local Density of Points (CBLDP) [29] algorithm discovers clusters of
different densities. It depends on k-nearest neighbors and the density rank of each object. It classifies
objects into attractors, attracted ones, and noises. A cluster consists of attractors and attracted objects
(borders). It requires four input parameters, and that is a large number. Tuning these parameters is
not always an easy task.

For each object, the Clustering Multi-Density Dataset (CMDD) [30] computes k values of local
density. It sorts the data objects based on their local density to the &™ neighbor, then starts the
clustering process from the densest data object. It uses two parameters (MinPts and k), where k is
used for k-nearest neighbors. It produces good clusters of different densities, but the denser cluster
may take some objects from the adjacent low-dense cluster.

An Extended DBSCAN Clustering Algorithm (E-DBSCAN) [31] computes the local density of
each object. Then it calculates the similarity between the data object and its k-nearest neighbors. If an
object has MinPts similar data objects within its neighbors, then the data object is a core, and a cluster
can be expanded from it. Otherwise, the data object is a noise temporarily. This method produces
satisfactory results, but it requires three input parameters.

In [32], the authors propose a semi-supervised clustering method, which depends on DBSCAN.
They partition the dataset into subsets of different levels of density based on the local density of each
point in the dataset. Each subset contains points that have approximately the same density, where
density variation is less than a threshold. Then, from each level of density, the method computes
the parameters for DBSCAN to cluster the data at this level using them. The DBSCAN uses some
knowledge given by an expert to monitor the growth of clusters.

Table | summarizes the advantages and disadvantages of similar methods.

Table 1: Overview of similar methods

Ref. no. Disadvantages Advantages
[18] Produces several small clusters and singleton Try to find clusters with
clusters different densities
[19] Eps is increased by 0.5, number of clusters is
required
[20] Uses some computed thresholds that affect the
final results, time consuming
[21] Doesn’t produce accurate results when the
dataset includes clusters of varied densities.
[22 Requires clusters of different regular densities

(Continued)
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Table 1: Continued

Ref. no. Disadvantages Advantages
[23] Requires clusters of different uniform densities
[24] Inflection points do not represent accurate
density levels.
[26] The final results depend on the result of first
phase, requires two more parameters than
DBSCAN.
[27] Uses sensitive threshold to control density
variance within clusters
[30] The dense cluster may swallow some objects of
the less dense neighboring cluster.
[31] Requires three input parameters
The proposed Consumes more time than DBSCAN to merge  Try to find clusters with
method clusters different densities, minimal

input parameters

The proposed method requires MinPts as input only and calculates the appropriate values for
Eps. It can find clusters of different densities even if there is no separation between them. However,
this method requires more time than DBSCAN for merging clusters. Analytically, they have the same
time efficiency O(n log n) using an index structure, such as R*-tree.

3 The Proposed Method (Adaptive DBSCAN)

This section presents the basic steps in the proposed method. The method assumes that each
object in the dataset is a core object. A core object must have at least MinPts data objects within
its neighborhood of radius Eps. So, it finds the smallest neighborhood radius for each object p, to be
a core object. This distance is equal to the distance to the A™ nearest neighbor of the object p;, where
k equals MinPts. This distance is represented as core . (p;, MinPts).

The method depends on the DBSCAN algorithm, but it requires one input parameter only; this
parameter is MinPts which is used in the same manner as in the traditional DBSCAN. This method
computes an appropriate value for epsilon (Eps), as shown in (1). In (2), minEps is the minimum core
distance over all the objects in the dataset.

N

1 ,
EpS == N Zi:l corezli.\'t(mce(pia MlnPts) (1)
minEps = minimum distance (p, MinPts) ,minEps <> 0 2)

After computing the Eps value, the method applies basic DBSCAN and obtains an initial result.
Because anomalous objects in any dataset represent a small percentage of the dataset size, Eps may be
less than the required value, and some clusters may need to be merged. For this reason, the method
checks the border objects’ neighbors with objects in other clusters to see if the distance between them
is less than or equal to Eps to merge them. Therefore, the method checks two neighboring clusters to
combine them if possible. An object p is a border object if it has fewer than MinPts neighbors within
its Eps neighborhood, but it belongs to the vicinity of a core object.
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After that, there may be some noise objects inside a cluster. An object p is a noise object if it
is neither a core nor a border object. A noise object that has a clustered neighbor x within Eps is
assigned the same cluster of x. The following subfigures explain the idea; Fig. 2a represents the input
dataset. Fig. 2b shows the result of applying the basic DBSCAN using the computed Eps on the input
dataset. Where MinPts equals 12, and the calculated Eps is 17.964. The basic DBSCAN returns seven
clusters, where the black circles are noises. You see that the computed value of Eps as in (1) is less
than the required. So, the method merges the smaller cluster with its neighboring cluster if any border
object has a neighbor object from the other cluster within the computed Eps distance. After fixing this
problem, the result is as in Fig. 2c. You see two noise objects within the green cluster and one noise
object at the border of the red cluster in Fig. 2¢c. If the distance between any noise object (the object
is noise according to the current value of Eps) and its closest clustered neighbor is less than Eps, then
the noise object is assigned to the cluster of that neighbor. After assigning noise objects to the nearest
clusters, the result is as in Fig. 2d. At this point of computation, the first level of clustering is finished.
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Figure 2: Result of the proposed method

In Fig. 2d, the black circular objects are noise according to the value of Eps. These noise objects
are treated as unclustered objects in the next iteration, a new value of the Eps is computed as the
average distance to the MinPts-neighbor of all noise objects as in (3), where minEps is calculated as in
(2), and m refers to the number of noise objects (unclustered objects).

1 m
Eps = minEps + — E COTC gisrance (Di» MinP1s) 3)
m i=1

After computing the new value of Eps, the method applies the basic DBSCAN again, ignoring
the clustered objects, and uses the fix procedure as in the previous level. Fig. 2¢ shows the result that
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represents the final result since no noise objects (unclustered) are remaining. In the case of noise objects
remaining (treated as unclustered objects), the method moves to the next level of clustering until all
objects are clustered, or noise objects (unclustered objects) are less than 0.006 of the size of the dataset.
0.006 of dataset size is a tiny portion of the dataset, and the final fix procedure tries to assign noise
objects to the nearest cluster if possible.

After that, the method applies the final fix procedure, which performs the following tasks: It tries
to merge nearby clusters if possible, assigns noise objects to the nearest cluster if possible, and tries
to combine small clusters if there are no noise objects in the dataset. Specifically, if the cluster size is
smaller than double MinPts, it attempts to merge it with the nearest cluster if possible. In this case, the
smaller cluster will be merged with the nearest one if the distance between them is less than the average
of the Eps values used in each of them. Any cluster that has fewer than MinPts objects is considered
noise.

The proposed method works as described in the following steps:

ADBSCAN(MinPts, D)

/I All objects are unclassified
Clus_id = 0 //its values are used as labels for clusters
sum_dis =0
min_dis = large number
For each object in D
sum_dis + = dis(object, MinPts-neighbor)
if (min_dis > dis(object, MinPts-neighbor) and dis(object, MinPts-neighbor) < > 0)
min_dis = dis(object, MinPts-neighbor))
Eps = sum_dis / D.size()
DBSCAN(Eps) // call traditional DBSCAN method
Fixprocedure() // to merge neighbor clusters if possible
While (noise > 0.006 * D.size())
Eps = min_dis + average (dis(noise, MinPts-neighbor))
DBSCAN(Eps)
Fixprocedure()
FinalFixprocedure()
Output the results
End // ADBSCAN

The ADBSCAN (MinPts, D) sketches the main steps of the proposed algorithm, which computes
the initial value of Eps and calls the function DBSCAN(Eps) to get the densest clusters from the
dataset. After that, it calls the function Fixprocedure() to fix the problem of using a small Eps value.
When the dataset contains un-clustered objects (noise) that are more than 0.006 of its size, the method
moves to the next level of density by computing a new Eps value and calling the DBSCAN(Eps) and
Fixprocedure() functions. Finally, it calls FinalFixprocedure() to get the final result and outputs it.
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DBSCAN(Eps)

For each un-clustered or noise object p in D
If dis(p, MinPts-neighbor) < Eps // test whether the object is core or not
Clus_id ++
ExpandCluster(Clus_id, p, Eps) //Create a new cluster starting from p
Else
Classify p as a noise object
Count the noise and un-clustered objects in D
End // DBSCAN

The DBSCAN (Eps) function performs the clustering process using the computed Eps. When
calling this function for the first time, all objects are unclustered. But for subsequent calls, unclustered
objects are assigned noise. If the object p is core according to Eps, the function creates a new label for
the new cluster and starts to expand it by calling the ExpandCluster(Clus_id, p, Eps) function.

ExpandCluster(Clus_id, p, Eps)

Assign p the Clus_id // p is the first core in the cluster labeled Clus_id
SeedsList = regionQuery(p, Eps)
While (SeedsList <> Empty) do
currentP = SeedsList.first()
if(currentP is Noise or un-clustered)
neighbor_list = regionQuery(currentP, Eps)
if (neighbor_list.size() > MinPts)
append neighbor_list to SeedsList
assign currentP the Clus_id // if it is not belonging to a previous cluster
SeedsList.delete(currentP)
End // ExpandCluster

The ExpandCluster (Clus_id, p, Eps) function starts the cluster from the first core object p. It
finds p’s neighbors in Eps distance. These neighbors are the borders and cores. So, it checks every p’s
neighbor (that does not belong to any discovered cluster) to test whether it is a border or a core object.
If it is a border object, the function assigns it to the current cluster. Otherwise, the function finds its
neighbors and adds them to the SeedsList, then assigns the object to the current cluster. This process
continues until the SeedsList is empty and the control backs to the DBSCAN(Eps) function.
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Fixprocedure()

Count objects in each cluster
For each cluster in result

If cluster.size() < 15* MinPts

If cluster.eps = nearest_cluster.eps // both clusters have the same density
If dis(cluster, nearest_cluster) < Eps
Merge_clusters(cluster, nearest_cluster)

For each noise object p in D

If Neighbor(p, MinPts) has a clustered object

If dis(p, q) < clusterld(g).eps // g is the nearest clustered neighbor to p
Assign p the label of the cluster of the ¢
End // Fixprocedure

The Fixprocedure () function tries to merge the close clusters of the same density. This function
solves the problem of using a small Eps value. Also, it assigns any noise object that has a clustered
object x within its Eps neighborhood the same cluster of x.

FinalFixprocedure()

Count objects in each cluster
For each cluster in result
If cluster.size() < 15* MinPts
If cluster.eps < > nearest_cluster.eps
If dis(cluster, nearest_cluster) < min(cluster.eps, nearest_cluster.eps)
Merge_clusters(cluster, nearest_cluster) // merge clusters of different levels.
For each noise object p in D
If Neighbor(p, MinPts) has a clustered object
If dis(p, q) < average(eps used in all levels) // q is the nearest clustered neighbor to p
Assign p the label of the cluster of the q // assign noise the nearest cluster if possible
If noise.size() < 2 // dataset does not contain noise objects
For each cluster in result
If cluster.size() < 2* minPts OR cluster.size() < 15
If dis(cluster, nearest_cluster) < average(cluster.eps, nearest_cluster.eps)
Merge_clusters(cluster, nearest_cluster)
For each cluster in result
If cluster.size() < MinPts // small clusters are treated as noise
Assign its objects as noise
End // FinalFixprocedure
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Using the FinalFixprocedure() function is practical, especially when the dataset doesn’t contain
noise. The method tries to merge clusters created using different Eps values such that the distance
between them is less than the lowest Eps value. After that, it assigns noise objects to their nearest
cluster using the average value of all the Eps values used in all density levels. Then it merges the tiny
clusters to their nearest clusters using the average value of all the Eps values used through all density
levels. Finally, any cluster that has fewer objects than MinPts is treated as noise by assigning its objects
to noise.

4 Experimental Results

This section demonstrates the results of applying the proposed method ADBSACN on some
datasets, which show its superior ability to discover clusters of different densities. Table 2 shows the size
of each dataset and the used parameters with their values. Note that MinPts is the same for DBSCAN
and the proposed method (ADBSCAN). All datasets are of two-dimensional space for the sake of
clarity. The code is written using C++ and has been run on a dell laptop with 6 GB RAM and an
Intel(R) Core (TM) i5 CPU @ 2.50 GHz. The computer runs the Windows 10 Home Edition operating
system.

Table 2: Dataset size and the input parameters

D name Size ADBSCANDBSCAN
MinPts MinPts Eps
D1 4600 3 3 0.021
D2 399 5 5 1.6
D3 373 15 15 3.5
D4 788 7 7 1.3
D5 473 3 3 5
D6 8000 16 16 10
D7 8000 16 16 9
DS 10000 9 9 9
D9 8537 20 20 0.6

The first dataset, D1, has two levels of density where the high-density cluster separates the low-
density one into two clusters, as shown in Fig. 3a. The result of the proposed method is shown in
Fig. 3b, where it discovers the three clusters, while DBSCAN fails to find the correct clusters using a
single value for Eps, as shown in Fig. 3c.

The second dataset, D2, is a compound dataset. It has multiple levels of density, as shown in
Fig. 4a. The ADBSCAN discovers seven clusters, as shown in Fig. 4b, while DBSCAN fails to locate
the correct clusters, as shown in Fig. 4c, where it returns the low-density cluster as noise and treats
some border objects as noise. Fig. 4d shows the result of DBSCAN where it merges the two left bottom
clusters and treats the low-density cluster as noise, represented by black circles.

The third dataset, D3, contains two clusters of different densities, as shown in Fig. 5a. The
ADBSCAN discovers the two clusters, as shown in Fig. 5b, while the DBSCAN fails to find them,
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as shown in Fig. 5c, where it divides the low-density cluster into two subclusters and merges one of
them with the high-density cluster and treats some objects as noise, represented by black circles.
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(a) Dataset D1 (b) ADBSCAN(3) (c) DBSCAN Eps=0.021, MinPts=3
Figure 3: Dataset D1 and the result of using ADBSCAN and DBSCAN
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Figure 4: Dataset D2 and the result of using ADBSCAN and DBSCAN
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Figure 5: Dataset D3 and the result of using ADBSCAN and DBSCAN

The fourth dataset, D4, has seven clusters, as shown in Fig. 6a. Without using the FinalFix-
Procedure(), the ADBSCAN finds two density levels; it finds eight clusters, with the crescent cluster
returning as two clusters, as shown in Fig. 6b. But using the FinalFixprocedure(), the proposed method
returns seven clusters, as shown in Fig. 6c. The DBSCAN finds seven clusters also. It treats some
objects as noise, as shown in Fig. 6d. The noise is represented by black circles.
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(@)Dataset D4 (b) without FinalFixprocedure() (c) ADBSCAN(7) (d) DBSCAN Eps=1.3, MinPts=7
Figure 6: Dataset D4 and the result of using ADBSCAN and DBSCAN

The fifth dataset, D5, contains multiple levels of density. It has eight clusters and some noise
objects, as shown in Fig. 7a. Without using the FinalFixprocedure() function, the proposed method
returns ten clusters, where one of them contains two objects (blue stars at the top left), as shown in
Fig. 7b. But it discovers eight clusters after using the FinalFixprocedure(). It merges the blue circles
cluster with the green stars cluster. They were discovered using different values of Eps. The blue stars
cluster is treated as noise because of its low density and inability to merge with the nearest cluster,
Fig. 7c depicts this outcome. The DBSCAN cannot discover these clusters, as shown in Fig. 7d, where
it returns the lowest density cluster as noise and merges the four clusters on the right side of Fig. 7d.
Discovering these clusters using the traditional DBSCAN is impossible.
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Figure 7: Dataset D5 and the result of using ADBSCAN and DBSCAN

The sixth dataset, D6, has six clusters with chains of objects that connect some of them, as shown
in Fig. 8a. The proposed method returns the main six clusters in addition to four small clusters that will
be treated as noise when applying the FinalFixprocedure(). The chains are returned as four clusters,
as shown in Fig. 8b. The final result of the proposed method treats the four small clusters as noise,
represented by black circles, as shown in Fig. 8c. The DBSCAN returns the main six clusters and three
small clusters, but it also returns several noise objects represented by black circles, as shown in Fig. 8d.

The seventh dataset, D7, contains six high-density clusters, and a chain of dense objects connects
them. These clusters are placed within a low-density region, as shown in Fig. 9a. Without applying
the FinalFixprocedure(), the proposed method returns the main six clusters and five small clusters,
in addition to six clusters from the low-density region, as shown in Fig. 9b. The final result of the
ADBSCAN is shown in Fig. 9¢, where it treats the five small clusters as noise. The DBSCAN returns
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good results where it discovers the main six clusters and treats the low-density region as noise, as shown
in Fig. 9d. The black circles represent the noise objects.
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Figure 8: Dataset D6 and the result of using ADBSCAN and DBSCAN
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Figure 9: Dataset D7 and the result of using ADBSCAN and DBSCAN

The eighth dataset, D8, contains nine clusters of the same density, as shown in Fig. 10a. Even
without using FinalFixprocedure(), the proposed method finds the nine clusters and some small
clusters shown in Fig. 10b. The final result of ADBSCAN is shown in Fig. 10c, where it treats small

clusters as noise. DBSCAN returns the nine main clusters in addition to three small clusters and
numerous noise objects, as shown in Fig. 10d.
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Figure 10: Dataset D8 and the result of using ADBSCAN and DBSCAN

The ninth dataset, D9, contains clusters of different densities, as shown in Fig. 1 1a. The proposed
method returns better results than that of DBSCAN. The proposed method returns ten clusters,
as shown in Fig. 11b. When the FinalFixprocedure() is used, small clusters are treated as noise,

as illustrated in Fig. 1 1c, where the noise is represented by the black circle. As shown in Fig. 11d,
DBSCAN treats several objects from the two clusters on the left side as noise.
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Figure 11: Dataset D9 and the result of using ADBSCAN and DBSCAN

Fig. 12 shows the results of applying the CMDD algorithm to datasets. Comparing the output
of CMDD with that of ADBSCAN and DBSCAN of the same datasets presented through figures
from Figs. 3 to 11, ADBSCAN produces better clusters than DBSCAN and CMDD. Table 3 shows
the misclassified objects for each method and each dataset. The percentage of error is computed as
in (4). The accuracy is computed as in (5). The results show that the proposed method can effectively
find clusters of different densities.

Number of miss clustered objects

percentage of error = - x 100 4)
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Figure 12: (Continued)
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Figure 12: Results of applying the CMDD algorithm to datasets

Table 3: Accuracy of finding clusters with different densities

ADBSCAN CMDD DBSCAN
Mis Error  Accuracy Mis Error  Accuracy Mis Error  Accuracy
D1 0 0 100 29 0.63 99.37 1013 22.02 7798
D2 30 7.52 92.48 8 2.01 97.99 85 21.30  78.70
D3 0 0 100 0 0 100 60 16.09 8391
D4 0 0 100 9 1.14 98.86 11 1.40 98.60
D5 0 0 100 6 1.27 98.73 166 35.10  64.90

For datasets from D6 to D9, there is no exact clustering solution to compare the output of the
studied methods with it. So, Table 4 presents the number of noise objects. Note that the proposed
method returns a minimal number of noise objects.

5 Conclusion

This paper introduces an adapted version of the DBSCAN clustering algorithm. DBSCAN is
a density-based method that can discover clusters of varied shapes and sizes and handle noise well.
However, its main problem is its inability to find clusters of various densities furthermore the sensitivity
of its parameter called Eps. The quality of the result depends on the success of selecting a suitable value
for the Eps parameter.

Table 4: Objects that are treated as noises

ADBSCAN CMDD DBSCAN
Noise objects Noise objects Noise objects
D6 70 384 547
D7 39 805 748
D8 97 742 748
D9 186 291 957
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The proposed method introduces a simple way to set the Eps value according to the density of
unclassified objects in the dataset. Eps is the average distance to the MinPts-neighbor of unclassified
data objects. This method reduces the required input parameters for DBSCAN and raises its ability
to discover different density clusters. The experimental results prove that the proposed method
successfully finds varied density clusters. However, the proposed method consumes more time than
DBSCAN to merge clusters. Analytically, they have the same time efficiency O(n log n) using an index
structure, such as R*-tree.
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