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Abstract: Amodel that can obtain rapid and accurate detection of coronavirus

disease 2019 (COVID-19) plays a significant role in treating and preventing the

spread of disease transmission. However, designing such a model that can bal-

ance the detection accuracy andweight parameters ofmemorywell to deploy a

mobile device is challenging. Taking this point into account, this paper fuses

the convolutional neural network and residual learning operations to build

a multi-class classification model, which improves COVID-19 pneumonia

detection performance and keeps a trade-off between the weight parameters

and accuracy. The convolutional neural network can extract the COVID-

19 feature information by repeated convolutional operations. The residual

learning operations alleviate the gradient problems caused by stacking con-

volutional layers and enhance the ability of feature extraction. The ability

further enables the proposed model to acquire effective feature information at

a low cost, which canmake ourmodel keep small weight parameters. Extensive

validation and comparison with other models of COVID-19 pneumonia

detection on the well-known COVIDx dataset show that (1) the sensitivity

of COVID-19 pneumonia detection is improved from 88.2% (non-COVID-

19) and 77.5% (COVID-19) to 95.3% (non-COVID-19) and 96.5% (COVID-

19), respectively. The positive predictive value is also respectively increased

from72.8% (non-COVID-19) and 89.0% (COVID-19) to 88.8% (non-COVID-

19) and 95.1% (COVID-19). (2) Compared with the weight parameters of the

COVIDNet-small network, the value of the proposed model is 13 M, which is

slightly higher than that (11.37 M) of the COVIDNet-small network. But, the

corresponding accuracy is improved from 85.2% to 93.0%. The above results

illustrate the proposed model can gain an efficient balance between accuracy

and weight parameters.
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1 Introduction

It has been two years since the outbreak of COVID-19 at the beginning of 2020 [1]. The impact of

the epidemic on Chinese and global real economy enterprises is enormous. The impact of COVID-

19 on emerging economies is particularly serious. The loss of income caused by the epidemic has

increased economic vulnerability [2]. In the COVID-19 environment, many families and enterprises are

obviously unable to cope with the impact of the epidemic. According to the report of the organization

for economic cooperation and development (OECD) in 2020 [3,4], due to the outbreak of novel

coronavirus, the world economy may grow at the lowest growth rate since 2009. The gross domestic

product (GDP) of the United States contracted by 4.8% in the first quarter of 2020, ending the longest

economic expansion period in history [5]. It is expected that the global economy will shrink by 3% this

year, including 6.1% in developed economies and 1% in emerging markets and developing economies

[6]. The recession is farmore severe than the international financial crisis in 2008. At present, the global

economic recession is inevitable. This global pandemic is not only a global public health crisis, but also

a severe employment crisis and economic crisis. At the same time, COVID-19 may cause more people

to lose their jobs; In the United States, the number of people applying for unemployment has reached

a record high, marking the end of a decade of expansion in one of the world’s largest economies [7].

Nevertheless, the future impact of COVID-19 pneumonia on global economy is still uncertain.

Since December 2019, an outbreak of a novel coronavirus disease (COVID-19) has occurred in

Wuhan, China, and then COVID-19 has spread and spread throughout the world [8,9]. COVID-19 is a

potentially fatal acute disease, with a mortality rate of about 4% in China, the highest mortality rate of

about 13% in Algeria and Italy, and about 12% in Italy. Due to severe alveolar injury and progressive

respiratory failure, the onset of severe disease may lead to death. Although laboratory tests, such as

the use of reverse transcription polymerase chain reaction (RT-PCR) [10], are the gold standard for

clinical diagnosis, they may produce false negatives. Moreover, in the case of a pandemic, the shortage

of RT-PCR detection resources may also delay subsequent clinical decision-making and treatment. In

this case, chest CT imaging has become an important tool for diagnosis and prognosis of patients with

COVID-19.

Combining deep learning technology with disease and health is an innovative way to promote

cutting-edge technology. It has potential application value and great significance to use advanced

technology to strengthen supervised learning to diagnose coronavirus accurately. Deep learning has a

great impact and opens up the new research channels on the COVID-19 epidemic [11].

Computer-aided diagnosis (CAD) is an important research topic in medical image processing

and clinical diagnosis [12,13]. In recent years, deep neural network structure has made significant

progress in object recognition, semantic segmentation, and image classification in image recognition

tasks [14–17]. In application, the clinical detection platform used for COVID-19 is a resource-

constrained terminal that requires a running program with small weight parameters. Therefore, in

addition to paying attention to the recognition accuracy of the deep learning-basedmodel for COVID-

19 detection, a model should also balance the weight parameters of the model well and make it apply

to the mobile platform. To solve this problem, this study presents a new COVID-19 detection model

by using convolution operation, shortcut connection operation, and residual module.

In this paper, the main contributions are the followings:

(I) In this paper, a novel deep learning-based model for COVID-19 detection by fusing convolu-

tional operations, shortcut connections and residual blocks is presented. The proposed model

consists of an encoder section and a classification section. The former mainly extracts the
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feature maps of COVID-19 from chest x-ray (CXR) images, and the latter is responsible for

judging and predicting the correct classification from the extracted feature information.

(II) In encoder section, convolutional operations can distill the feature information on COVID-

19, shortcut connections provide supplementation for middle results generated by some

neural network layers, and residual blocks alleviate the gradient problem caused by stacking

convolution operations.

(III) In this work, the design process of the proposed model is discussed based on a large number of

experimental results, which further prove the effectiveness of our architecture for COVID-19

detection.

2 Related Work

Gu et al. [18] used convolution and long short term memory (LSTM) [19] to detect COVID-19.

Convolutional neural networks (CNN) are used to extract features from CXR pictures, and LSTM

determined the type of picture by processing the spatial and temporal information in CXR pictures.

Hochreiter et al. [20] first used the pre-trained alexnet architecture [21] to extract the depth features

of pneumonia from CXR images, then used the relief algorithm to select the significant features of

pneumonia from the images, and finally used the support vector machine (SVM) [22] classifier to

classify the extracted content. Cortes et al. [23] attempted to explore the scheme and significance of

machine learning in solving the COVID-19 pandemic crisis. They studied how to use machine learning

algorithms and methods to combat COVID-19 virus and pandemic, and discussed the main machine

learning methods that are useful during the COVID-19 pandemic. The algorithms used in machine

learning and their important applications are also determined and discussed. Machine learning is a

useful technology that can find drugs in various fields, which seems to be beneficial to the treatment

of patients with COVID-19. The learning algorithm generates interference from the unlabeled input

data set and can be used to analyze the unlabeled data as the input resource COVID-19.

Shaoping Kushwaha et al. [24] proposed a weakly supervised deep learning strategy for detecting

and classifying COVID-19 infection fromCT images. The proposed method can minimize the require-

ment of manually labeling CT images, but still can obtain accurate infection detection and distinguish

COVID-19 from non COVID-19 cases. Based on the promising results obtained qualitatively and

quantitatively, they can envisage the wide application of our developed technology in large-scale

clinical studies. In the literature, due to the lack of a published COVID-19 data set, the study was

validated on 50 chest x-ray images, of which 25 chest x-ray images were diagnosed as positive. Covidx

net contained seven different deep convolution neural network model architectures, such as the

improved visual geometry group network (VGG19) and the second version of Google mobilenet [25].

Each deep neural network model was able to analyze the normalized intensity of X-ray images to

classify the patient status as COVID-19 negative or positive. The experiment and evaluation of covidx

net were successfully completed based on the X-ray images in the model training and testing phases.

VGG19 and dense convolutional network (densenet [26]) models show good and similar performance

of automatic COVID-19 classification, and the F1 scores of normal and detection of COVID-19 were

0.89 and 0.91, respectively. For the perception of version 3 model, the worst classification performance

was: the F1 score under normal conditions was 0.67, and the F1 score under COVID-19 was 0.80.

Huang et al. [27] proposed a new lasso logistic regression model based on characteristic time series

data to determine the disease severity of patients with coronavirus disease (COVID-19) in 2019 and

when to use drugs or upgrade intervention procedures. By providing mortality prediction according to

the time-series physiological data, demographics and clinical records of patients with COVID-19, the

classification model based on dynamic characteristics can be used to improve the efficacy of treatment
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of patients with COVID-19, give priority to medical resources and reduce casualties. In the literature

[28], for the twitter classification, four different aspects (policy, health, media and others) and four

different Bert models (Mbert base [29], biobert [30], clinicalbert [31] and berturk [32]) were used. Six

different COVID-19 vaccines with the highest frequency were selected in the data set, and twitter posts

were used for emotional analysis of these vaccines. As is known to all, this article is the first intention

to understand people’s views on vaccination and vaccine types. After the experiment, the results of

people’s opinions on vaccination and vaccine types are listed by country. In the data set divided by

country, the success rate of the method proposed in this study in F1 score is between 84% and 88%,

and the total accuracy value is 87%.

Frank, Schweter [33] integrated domain knowledge into deep neural networks by inputting

anatomical features and Lu artifacts as well as original Lu frames in the form of additional channels

containing pleural and vertical artifact masks. By explicitly providing knowledge in this field, the

standard off the shelf neural network can be quickly and effectively fine-tuned to complete various

tasks on Lu data, such as frame classification or semantic segmentation. They fine-tuned a simple

image classification model to predict the severity score of COVID-19 in each frame. They also trained

a semantic segmentation model to predict COVID-19 severity annotation per pixel. Frank et al. [34]

proposed a network to train the classification network of COVID-19 effectively by using a small

number of Computed tomography (CT) examinations and negative sample files of COVID-19.

Specifically, a new self-supervised learning method was proposed to extract features from COVID-19

and negative samples. Then, the data “value”of the negative sample can be evaluated by calculating the

earth mover distance between the characteristics of the negative sample and the COVID-19 sample. A

predetermined number of negative samples are selected accordingly and fed to the neural network for

training. Rodrigues et al. [35] introduced the preliminary results of a deep learning model based on X-

ray images to classify COVID-19 positives. They provided binary classification (COVID-19 and health,

COVID-19 and pneumonia) and multiple classifications (COVID-19 and pneumonia and health) of

five indicators: accuracy, perception, sensitivity, specificity and F1 score. The results show that VGG19

model shows the best results, reaching 98.81% accuracy in two classifications and 91.68% accuracy in

multi classifications.

In addition, Rai et al. [36] proposed a multi-habitat migration artificial bee colony (MHMABC)

algorithm to optimize the training of full connection to obtain better accuracy and convergence speed,

while reducing the execution cost. Khan et al. [37] proposed amethod to identify the cause of pneumo-

nia from radiological images. Since different variants of novel coronavirus lead to different pneumonia

patterns, we used three convolutional neural networks (CNN) at each stage of the proposed method in

order to more accurately identify pneumonia. Kushwaha et al. [38] combined residual attention with

deep support vector data description (DSVDD) to facilitate network guidance during training, and

realize rapid learning.Residual connectivity prevents gradient fromdisappearing.Ourmethod consists

of three models, each of which is dedicated to identifying a disease and classifying other diseases as

abnormalities. These models are learned end-to-end. This method has achieved high performance in

classifyingCT images into complete pneumonia, COVID-19 and nonCOVID-19. In order to recognize

and classify COVID-19 pneumonia from chest radiographs, Ragab et al. [39] proposed an Intelligent

Firefly Algorithm Deep Transfer Learning Based COVID-19 Monitoring System (IFFA-DTLMS)

model, in which DenseNet121 is used to generate feature vector sets. The automatic encoder short-

and long-term memory (AE-LSTM) model is used for COVID19 classification and recognition.
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3 Materials and Methods

3.1 Method Overview

The original U-Net model has excellent target feature detection capability, but it also has many

parameters, which need a lot of space to save and run. Considering a model deployed to the mobile

terminal can detect COVID-19 pneumonia infection more conveniently, lightweight or less-weight

parameters are the premises for the model to be deployed to the mobile terminal. To this end, this

work modifies the original U-Net model by fusing residual learning into the convolutional neural

networks (CNN) to satisfy the classification tasks of COVID-19 detection. The entire architecture of

the proposed model is shown in Fig. 1, and its specific parameters are shown in Table 1.

Figure 1:The overview architecture of proposedmodel. The original images and corresponding ground

truths are both input into the proposed model. L1, L2, and L3 are the predicted results, which are

directly calculated with the corresponding ground truths (R1, R2, and R3) by Loss Function to mediate

the deviation between the prediction results and ground truths (—>, as shown by the dotted line in

the figure). Then, the weight parameters of the proposed model are guided and adjusted by back

propagation (BP) algorithm to make the prediction results closer to the real results. At this moment,

the predicted results are named final results

Table 1: Detailed architecture parameters of proposed model

Number Parameter indicators

Layer Input Output Kernel Activation

1 Conv1 224 × 224 × 3 224 × 224 × 32 3 × 3 ReLU

2 Conv2 224 × 224 × 32 224 × 224 × 32 3 × 3 ReLU

3 Maxpool2d 224 × 224 × 32 112 × 112 × 32 2 × 2

4 Conv3 112 × 112 × 32 112 × 112 × 48 3 × 3 ReLU

5 Conv4 112 × 112 × 48 112 × 112 × 48 3 × 3 ReLU

6 Maxpool2d 112 × 112 × 48 56 × 56 × 48 2 × 2

(Continued)
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Table 1: Continued

Number Parameter indicators

Layer Input Output Kernel Activation

7 Conv5 56 × 56 × 48 56 × 56 × 64 3 × 3 ReLU

8 Conv6 56 × 56 × 64 56 × 56 × 64 3 × 3 ReLU

9 Maxpool2d 56 × 56 × 64 28 × 28 × 64 2 × 2

10 Conv7 28 × 28 × 64 28 × 28 × 128 3 × 3 ReLU

11 Conv8 28 × 28 × 128 28 × 28 × 128 3 × 3 ReLU

12 Maxpool2d 28 × 28 × 128 14 × 14 × 128 2 × 2

13 Conv9 14 × 14 × 128 14 × 14 × 128 3 × 3 ReLU

14 Residual block 14 × 14 × 128 14 × 14 × 128 3 × 3

15 Fully connection 25088 512

16 Classification 512 3

3.2 Encoder Network for COVID-19 Feature Extraction

When a CXR image x with shape of x ∈ R
C×H×W (C = channel number of an image, H = high

of an image, W = width of an image) is input into the proposed model, it is firstly processed by

the encoding operations at the beginning of the encoder network. The mainly task of initialization

convolutional operations (conv1 in Table 1) is to increase the feature samples (channel from 3 to 16)

using the 3 × 3 kernel size, and extract the low-level semantic information of the regions of interest

that can provide key information when judging weather a patient is a COVID-19 pneumonia infection

patient (such as the contour of the lung texture or boundary of the lung texture). Then, conv2 further

extracts the pneumonia feature information contained in the feature samples generated by conv1 using

convolutional operations, and stabilizes the proposedmodel by learning feature information to narrow

the gap between predicted values and real values. Subsequently, in order to save computing resources

and accelerate network inference, Maxpool2d is used for cropping the extracted features with large

size (the sizes of features are cut from 224 × 224 to 112 × 112).

Resource-constrained mobile terminal platform puts forward hard requirements for the param-

eters of the running program, which makes us take some measures to balance the accuracy and

weight parameters of the running program when detecting infection patients. As shown in Fig. 3b,

information supplement is given for the convolution feature content to generate the final results X f

by concatenating the outputs of convolutional operations and X t (Conv in Fig. 3b). In the following

layers of the proposed model, this work uses the above method to supplement the information that

may be lost in the process of convolutional operations, as shown in Table 1 and Fig. 2. This is our

design scheme for the first problem, which must be faced when decreasing the weight parameters to

balance the accuracy and memory size.

Subsequently, the convolutional operations in our proposed model, including conv5, conv6, conv7,

and conv8, are repeatedly performed to control the increase of model parameters and ensure the

acquisition of effective feature information on COVID-19 pneumonia. Until conv9, the number of

feature maps is increased again to obtain high-level semantic feature information on COVID-19

pneumonia contained in the CXR images (channels are from 64 to 128).
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Figure 2: Example of chest X-ray (CXR) images in the COVIDx dataset. (a) Normal or no pneumonia

finding, (b) pneumonia infection, (c) COVID-19 viral infection

Figure 3: The internal structure of different convolutional operations

The standard convolutional operationsmake sure the speed of proposedmodel.However, stacking

convolutional operations easily lead to gradient problems (gradient disappearance or explosion),

which decrease the performance of amodel [40,41]. This is the second problem that must be considered

and solved to achieve the goal. To overcome this problem, the residual module (shown in Fig. 4) is

introduced into mitigate the adverse results caused by the gradient problem. The whole process of

residual learning can be represented as the following:

F (x) = H (x) + x (1)

where H(x) is the desired underlying mapping function that can accurately represent the effective

feature information on COVID-19 pneumonia in the CXR images. In reality,H(x) is an unreferenced

mapping that is very difficult to optimize [40]. However, its other format (F(x) + x) is relatively easy

to learn and optimize for feature information on COVID-19 pneumonia. This confirms the fact stated

in the original literature [40]: residual learning can make the depth network obtain better detection

results under the same conditions.
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Figure 4: The internal structure of residual block [40]

When designing the proposed model for COVID-19 detection, on the one hand, the paper utilizes

residual design to provide information supplement for the possible lost features in the process of

convolution operation at each layer, and on the other hand, the paper deploys a residual module at

the in-depth neural network layer to alleviate the gradient problem that may occur.

3.3 Classification Network for COVID-19 Detection

To compare with the existing work, the feature maps extracted by the encoder network are fed

into the fully connection layer and classification layer. Fully connection (step 15 in Table 1) folds the

data dimension from shape B × C × H × W (B means the batch size) to B × K (K = 512), then,

the shape with B × K evolves into B × M by the operation at the classification layer. To complete

multi-class classification task and compare with the existing models, M is also set to three (normal,

non-COVID-19 infection, and COVID-19 pneumonia infection) in this work.

4 Experiments

4.1 Dataset

The COVIDx dataset is an open source benchmark dataset and generated by the images that

are from different data repositories, as shown in Fig. 5. The COVIDx dataset includes 13,975 CXR

images collected from 13,870 patient cases. Especially, The COVIDx dataset comprises a large number

of COVID-19 positive patient cases.

All the images of the COVIDx dataset are classified three classifications: normal, non-COVID-19

pneumonia, and COVID-19 viral infection. In detailed, Non-COVID-19 pneumonia patient cases are

mainly from the COVID-19 Image Data Collection. The COVID-19 pneumonia cases are from five

different data repositories. There are many advantages to use CXR images to study the COVID-19

pneumonia to assist diagnosis and treatment:

(I) The CXR images are cheap and have a wide range of users (hospitals or clinics). The CXR

imaging can rapidly classify patients suspected of COVID-19 patients while virus detection, so

as to help and alleviate a large number of patients in some areas, especially in the most severely

affected remote or economically underdeveloped areas with insufficient capacity.

(II) Because of its low price, CXR images are easy to collect from hospitals or clinics. This makes

it possible to gather the latest patient data in time, which is conducive to providing the latest
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data source for rapid research of COVID-19, thus facilitating the development of new models,

and is of great significance for the prevention and treatment of COVID-19 patients.

Figure 5: Sample data display from the COVIDx dataset that is tailed from different data repositories

[42]. (1) COVID-19 Images collected by [43], (2) COVID-19 Chest X-Ray images from the link [44], (3)

The images are fromRSNA Pneumonia Detection challenge dataset [45], (4) Providing by ActualMed

COVID-19 CXR Dataset [46], and (5) The images are from COVID-19 radiography repositories [47]

4.2 Data Preprocessing

In the real world, data is usually incomplete, and it is vulnerable to noise (errors, outliers, or other

non-target elements), such as CXR images in the COVIDx dataset. Therefore, preprocessing is often

performed to remove irrelevant noise data. In this paper, the preprocessing for CXR images is shown

in Fig. 6. As can be seen, there are at least three steps to be done before inputting the CXR images

into the proposed model: crop operations, converting data types, and normalization.

To save computing resources and speed upmodel inference speed, size reduction (shown inFig. 6b)

for the original images is often performed before they are input into a model (the proposed model in

this paper). Subsequently, in order to facilitate data operations on theGPUplatform, data on the CPU

needs to be converted to tensor type. Then, normalization controls the data scale within a reasonable

range, mainly to make the gradient near 0.5, not too close to 0 (gradient disappearance), no more than

1 (gradient explosion).
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Figure 6: Overview of data augmentation. (a) Original CXR images from the COVIDx dataset. (b)

Size clipping, such resize or crop operations. (c) Converting data type into Tensor to calculate on

GPU platform. (d) Normalization. (e) Proposed model

4.3 Evaluation Metrics

Accuracy =
TP+ TN

FP+ TP+ TN + FN
(2)

Positive predictive value (PPV) =
TP

TP+ FP
(3)

Sensitivity =
TP

TP+ FN
(4)

In this work, when a CXR image is from the COVID-19 viral infection, and ourmodel predicts the

value 2 (the value 0 means normal, 1 means non-COVID-19 infection, and 2 points to the COVID-19

viral infection), this situation is true positive (TP). But, when the prediction value of the proposed

model is 0 or 1, this situation is false negative (FN). If an image is from the normal finding or non-

COVID-19 infection, and the prediction value of the proposed model is 2, the situation is false positive

(FP). Other cases are true negative (TN). Therefore, the Accuracy can reflect the performance of a

model as a whole, while Positive Predictive Value (PPV) represents the proportion of the predicted

real results in all predicted COVID-19 infection cases, and Sensitivity means the proportion of the

predicted real results in all real COVID-19 infection cases.

4.4 Implementation Details

The proposed model is implemented using Python 3.7 on the PyTorch framework, and NVIDIA

Driver is based on CUDA 11 on an Ubuntu platform with an Intel Core i7 CPU, 64 GB of RAM, and

oneNVIDIARTX3090 24GBGPU. Stochastic gradient descent (SGD) [48] is used as an optimizer to

train our model and optimize the gap between the predicted results and corresponding ground truths.

When training a model on the COVIDx dataset, this study chooses such a learning rate policy that

decreases the current learning rate value based on its previous value in each period. The initial value

of learning rate is 0.01, the batch size is 12, and epoch is set 100.
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4.5 Loss Function

The weight cross-entropy loss function is used to train the proposed model by adjusting the gap

between the predicted value and the actual value, its definition can be represented as the following:

L (x, y) =

N∑

n=1

1
∑N

n=1
wyn · 1 (yn 6= ignore_index)

ln (5)

where x is the predicted value, y is the corresponding ground truth. N is the number of mini-batch

(each mini-batch is a k-dimensional case with d1,..., dk dimension), nmeans the subscript of each pixel.

For COVID-19 detection in this paper, this task is multi-class classification problem (marked by the

variable C, which is set to 3 in our work). Additionally, due to the unbalanced COVIDx dataset, the

weight argument, a one-dimensional tensor, is assigned to each of three classes (normal, non-COVID-

19 infection, and COVID-19 pneumonia infection).

4.6 Result Analysis

To go deep into the performance of the proposed model, the paper designs and test a number of

experiments on the COVIDx dataset. Furthermore, the following evaluation metrics that have been

adopted by the existing relative works are calculated respectively: accuracy (Formula (2)), sensitivity

(Formula (4)), and positive predictive value (PPV) (Formula (3)).

Table 2 shows the accuracy results of different architectures on the COVIDx test dataset. The

models of the VGG19 and ResNet-50 are the classical networks, when they were applied to COVID-

19 pneumonia, the corresponding detection results were not ideal. The accuracy of the VGG19 model

is only 83.0%, and that of the ResNet-50 is 90.6%. However, their weight parameters are relatively

large (from 20.37 M of the VGG19 to 24.97 M of the ResNet-50).

Table 2: Comparison of accuracy between different architecture on the COVIDx test dataset

Architecture Params (M) Accuracy (%)

VGG19 [49] 20.37 83.0

ResNet-50 [40] 24.97 90.6

COVIDNet-small [42] 11.39 85.2

COVIDNet-small [42] 37.85 93.3

Proposed model 13.00 93.0

Compared with the COVIDNet-small model, it has the least weight parameters in Table 2, but its

accuracy is only 85.2%. And the weight parameters of our model are only 13 M, which is very close

to the weight parameters of the COVIDNet-small and is also easier to transplant to mobile terminals.

But, the detection accuracy of the proposed model achieves 93.0%, which is almost equal to the one

of the COVIDNet-large model (93.3%) that is the highest value in compared models. But, the weight

parameters of the COVIDNet-large model reach 37.85 M. Obviously, that is almost three times the

value of the proposed model. To make a deeper explanation for the models, this paper studies the

evaluation metrics of sensitivity and PPV, as shown in Tables 3 and 4. Table 3 shows that the proposed

model has the highest values for non-COVID-19 infection (95.3%) and COVID-19 infection (96.5%).

According to the Formula (4), it concludes that the value of TP is high in the predicted results of the

proposed model, and the value of FP is low. Taking into the analysis shows that a high TP means
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many patients with non-COVID-19 and COVID-19 pneumonia are truly predicted by the proposed

model. At the same time, a low FP indicates that few patients with normal infection are diagnosed as

non-COVID-19 and COVID-19 pneumonia.

Table 3: Comparison of sensitivity between different architecture on the COVIDx test dataset

Architecture Normal (%) Non-COVID-19 (%) CVOID-19 (%)

VGG19 98.0 90.0 58.7

ResNet-50 97.0 92.0 83.0

COVIDNet-small 97.1 88.2 77.5

COVIDNet-small 95.0 94.0 91.0

Proposed model 84.1 95.3 96.5

Table 4:Comparison of positive prediction value (PPV) between different architecture on the COVIDx

test dataset

Architecture Normal (%) Non-COVID-19 (%) CVOID-19 (%)

VGG19 83.1 75.0 98.4

ResNet-50 88.2 86.8 98.8

COVIDNet-small 94.7 72.8 89.0

COVIDNet-small 90.5 91.3 98.9

Proposed model 93.3 88.8 95.1

Table 4 shows the PPV values of different models. Compared with other architectures, the normal

value of our model achieves 93.3%, which is close to the COVIDNet-small model (it has the highest

normal value 94.7%). The non-COVID-19 value of our model is 88.8% that is close to the COVIDNet-

large (its value is 91.3%). And, the value of COVID-19 reaches 95.1%. On the whole, all evaluation

metrics of the proposed model are relatively balanced, that is, there is little difference between three

values (Normal, Non-COVID-19, and COVID-19), and no value is particularly low.

These results from the proposed model verify that our model has the following advantages: (1)

balance the accuracy and the weight parameters when detecting COVID-19, because it reaches a high

accuracy while keeping a relative low weight parameters. (2) Information supplement and residual

learning blocks enhance the learning representation ability of the proposed model to a certain extent,

which ensures that our model is not prone to bias towards any party when learning and determining

the target category from the CXR images (that is, all evaluation metrics are in a balanced state).

4.7 Discussion

To further prove effectiveness of the proposed model for COVID-19 pneumonia detection,

extensive experiments are designed and discussed in this section.

The shortcut connection is proposed to alleviate the problem of gradient disappearance or

expansion, or the problem that themodel cannot converge when the depth of amodel increases [50,51].

The shortcut connection exists between consecutive convolution layers and does not change the data
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dimension of its input vector. To sum up, shortcut connection is used to maintain the stability of

gradient propagation.

After deeply understanding the advantages of shortcut connections, this work wants to fuse them

with convolution operation to build a new model for COVID-19 detection, which can not only obtain

high detection accuracy, but also avoid too large weight parameters. That means the novel model can

better balance the contradiction between accuracy and weight parameters. For the above reason, two

problems have attracted our attention: (1) it don’t know which layer needs a shortcut connection; (2)

It don’t know a neural network layer needs how many shortcut connections.

Specifically, the contradiction between accuracy and weight parameters requires us to follow

the following principles during designing the structure: one shortcut connection in each layer. For

the first problem stated before, a large number of experiments are designed and tested in Table 5.

Compared with these results, the backbone network with the mark ‡ has a low accuracy, which means

stacking standard convolutional operations may cause some problems (information loss, gradient

disappearance or explosion).

Table 5: Performance comparison of the proposed model when four network layers are without some

shortcut connections

M A S PPV P

N NC-19 C-19 N NC-19 C-19

b1+b2+b3+b4+b5 89.0% 87.2% 95.1% 85.5% 87.9% 77.4% 96.3% 12.9 M

b1+b2+b3+b4+b5∗ 91.5% 84.2% 91.3% 99.5% 92.3% 85.8% 94.1% 12.9 M

b1+b2+b3+b4+b5 91.8% 85.1% 94.3% 94.2% 94.4% 84.6% 94.5% 13.0 M

Notes: M: method, A: accuracy, S: sensitivity, PPV: positive predictive value, P: parameters. N: Normal, NC-19:

Non-COVID-19, C-19: COVID-19. : bi (i = 1, 2, 3, 4, 5) means the ith block that consists of the standard convolutional

operations. At this time, the model is backbone network. ∗: means that a residual block replaces the standard convolutional

operation in the last network layer of the proposed model. In addition, M = Megabyte. : b5 consists of the standard

convolutional operation and the shortcut connection.

To further discuss the impact of this problem on COVID-19 detection, this study designs a large

number of experiments, as shown in Tables 6 and 7. Compared with the results in Tables 6 and 7, the

detection accuracy in Table 5 is higher (91.8%) than that of both tables (90.8% and 91.5%). The results

confirm that the residual module can help the model extract effective feature information to accurately

detect the COVID-19 patients from COVIDX dataset. But, comparing the results in Tables 5 and 8,

the proposed model (marked by §) that consists of standard convolutions, shortcut connections and

residual blocks achieve the best accuracy (93%). Moreover, comparing with other models, the weight

parameters of the proposed model are only increased by 0.1 M (13.0 M vs. 12.9 M).
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Table 6: Performance comparison of the proposed model when three network layers are without some

shortcut connections

M A S PPV P

N NC-19 C-19 N NC-19 C-19

b1+b2+b3+b4+b5 90.8% 80.0% 91.0% 96.0% 91.9% 84.2% 93.6% 13.0 M

b1+b2+b3+b4+b5 90.5% 79.0% 90.0% 97.0% 92.9% 87.3% 91.0% 13.0 M

b1+b2+b3+b4+b5 89.3% 79.0% 92.2% 93.0% 89.7% 82.8% 92.5% 13.0 M

b1+b2+b3+b4+b5 88.3% 91.1% 90.0% 86.2% 81.2% 78.2% 99.4% 13.0 M

Table 7: Performance comparison of the proposed model when two network layers are without some

shortcut connections

M A S PPV P

N NC-19 C-19 N NC-19 C-19

b1+b2+b3+b4+b5 91.0% 82.1% 94.2% 94.0% 89.1% 86.2% 94.4% 13.0 M

b1+b2+b3+b4+b5 90.1% 81.0% 89.2% 95.1% 87.0% 83.9% 94.5% 13.0 M

b1+b2+b3+b4+b5 91.5% 81.0% 91.1% 93.6% 93.1% 86.9% 93.2% 13.0 M

b1+b2+b3+b4+b5 89.0% 87.1% 92.0% 88.5% 86.1% 79.3% 96.7% 13.0 M

b1+b2+b3+b4+b5 90.3% 80.0% 91.1% 95.2% 88.9% 85.0% 93.5% 13.0 M

b1+b2+b3+b4+b5 87.8% 78.1% 91.2% 92.1% 89.4% 82.6% 92.3% 13.0 M

Table 8: Performance comparison of the proposed model when a network layer is without some

shortcut connection

M A S PPV P

N NC-19 C-19 N NC-19 C-19

b1+b2+b3+b4+b5 91.5% 80.1% 91.2% 97.5% 93.0% 93.8% 89.8% 12.9 M

b1+b2+b3+b4+b5 91.8% 77.2% 95.3% 97.5% 95.1% 90.4% 91.1% 12.9 M

b1+b2+b3+b4+b5 92.0% 81.0% 92.1% 97.4% 92.1% 92.0% 91.9% 12.9 M

b1+b2+b3+b4+b5 90.0% 78.0% 91.0% 95.5% 89.6% 88.3% 90.9% 12.9 M

b1+b2+b3+b4+b5§ 93.0% 84.1% 95.2% 96.5% 93.3% 88.8% 95.1% 13.0 M

Note: §: bi (i = 1, 2, 3, 4) consists of the standard convolutional operation and the shortcut connection, b5 consists of the

standard convolutional operation and the residual block.

5 Conclusion and Future Work

This paper proposed a novel deep learning-based model for COVID-19 detection. Our model

consists of standard convolutions, shortcut connections and residual blocks. Standard convolutions
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are used to extract featuremaps fromCXR images by sampling information and increasing the number

of channels. Shortcut connections provide supplemental information for the contents generated by

some neural network layers of the proposed model. Residual blocks cope with the gradient problem

that may be caused by stacking convolutions. Experiments show that our model achieves good

detection results while maintaining a small weight parameter.

In the future, the study will optimize our work from the following aspects: (1) continue to improve

the detection accuracy of the proposedmodel for COVID-19; (2) further reduce the weight parameters

occupied by the proposed model in order to let our model run on the mobile platform.

Funding Statement: This work was supported in part by the science and technology research project of

Henan Provincial Department of science and technology (No. 222102110366), the Science and Tech-

nology Innovation Team of Henan University (No. 22IRTSTHN016), the grants from the teaching

reform research and practice project of higher education in Henan Province in 2021 [2021SJGLX502].

Conflicts of Interest: The authors declare that they have no conflicts of interest to report regarding the

present study.

References

[1] A. S. Raamkumar, S. G. Tan and H. L. Wee, “Measuring the outreach efforts of public health authorities

and the public response on Facebook during the COVID-19 pandemic in early 2020: Cross-country

comparison,” Journal of Medical Internet Research, vol. 22, no. 5, pp. e19334, 2020.

[2] A. Huang, L. Qiu and Z. Li, “Applying deep learning method in tvp-var model under systematic financial

risk monitoring and early warning,” Journal of Computational and Applied Mathematics, vol. 382, no. 3,

pp. 113065, 2021.

[3] M. -A. Galindo-Martín, M. -S. Castano-Martínez and M. -T. Méndez-Picazo, “Effects of the pandemic

crisis on entrepreneurship and sustainable development,” Journal of Business Research, vol. 137, pp. 345–

353, 2021.

[4] Y. Ahmad and E. Carey, “Development co-operation during the covid-19 pandemic: An analysis of 2020

figures and 2021 trends to watch,” in Development Co-operation Profiles, OECD Publishing, Paris. 2021.

https://doi.org/10.1787/e4b3142a-en

[5] P. Basak, T. Abir, A. A. Mamun, N. R. Zainol, M. Khanam et al., “A global study on the correlates of

Gross Domestic Product (GDP) and COVID-19 vaccine distribution,” Vaccines, vol. 10, no. 2, pp. 266,

2022.

[6] A. A. Awosusi, M. N. Mata, Z. Ahmed, M. N. Coelho, M. Altuntaş et al., “How do renewable energy,
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