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Abstract: The random-value impulse noise (RVIN) detection approach in
image denoising, which is dependent on manually defined detection thresholds
or local window information, does not have strong generalization perfor-
mance and cannot successfully cope with damaged pictures with high noise
levels. The fusion of the K-means clustering approach in the noise detection
stage is reviewed in this research, and the internal relationship between the
flat region and the detail area of the damaged picture is thoroughly explored
to suggest an unique two-stage method for gray image denoising. Based on
the concept of pixel clustering and grouping, all pixels in the damaged picture
are separated into various groups based on gray distance similarity features,
and the best detection threshold of each group is solved to identify the noise.
In the noise reduction step, a partition decision filter based on the gray
value characteristics of pixels in the flat and detail areas is given. For the
noise pixels in flat and detail areas, local consensus index (LCI) weighted
filter and edge direction filter are designed respectively to recover the pixels
damaged by the RVIN. The experimental results show that the accuracy of
the proposed noise detection method is more than 90%, and is superior to
most mainstream methods. At the same time, the proposed filtering method
not only has good noise reduction and generalization performance for natural
images and medical images with medium and high noise but also is superior
to other advanced filtering technologies in visual effect and objective quality
evaluation.

Keywords: Image denoising; pixel clustering; normalization; subregion
filtering; medical image

1 Introduction

Image restoration and transformation is a subfield of computer vision that includes techniques
like denoising, watermark removal, and hyper-segmentation. Advanced image processing tasks like
contour extraction, object identification, and text extraction are greatly hindered by the presence of
noise and watermarks in the original picture. Picture watermarking, from a pixel-level perspective,
alters the gray value of pixels in certain regions of an image. For this reason, watermarking may also
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be thought of as noise. Therefore, it is helpful to propose new strategies for picture watermarking by
enhancing a good denoising model [1].

The image-denoising model can be expressed as Y = X + B, where Y and X represent damaged
image and clear image respectively, and B denotes the adaptive noise. The noises in natural images
and medical images are mainly Gaussian noise, Poisson noise, multiplicative noise and random-value
impulse noise (RVIN). Fig. 1 shows the damage to four kinds of noises to the picture, where g (x, y)
and f (x, y) represent noisy images and clear images respectively, h (x, y), p (∗), m (x, y) and η (x, y)
respectively represent the distribution functions of different noises. There are many algorithms [2–4]
for Gaussian noise removal and the performance is good. Compared with Gaussian noise and other
types of noise, the random characteristic of RVIN brings more trouble to noise removal. RVIN is an
additive noise, and the gray value of the polluted pixel is independently taken in [0, 255]. The luminance
value of RVIN noise pixels can be any value within the allowable range of the luminance value of image
pixels. The difference between this value and the luminance value of pixels in the field is usually small,
which is difficult to distinguish. Therefore, the removal of RVIN noise is more challenging.

Figure 1: The flowchart of types of noise
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Several filters for Gaussian noise removal, such as the Gaussian filter, mean filter and bilateral
filter, are tried to remove RVIN. These linear and nonlinear methods combine the spatial information
and gray similarity of the image to achieve the purpose of edge-preserving denoising, but the effect on
random impulse noise is general. The median filter [5] and its variant weighted median filter (CWM)
[6] sort the pixels in the local area according to the gray level, and take the median or weighted median
of the gray level in the field as the gray value of the current central pixel. In contrast, they have a
good effect on removing impulse noise and solving the problem of blurred details caused by the linear
filter in image restoration to a certain extent. Reference [7] proposes a new adaptive weighted median
filter (ACWM), which uses the learning method based on the least mean square (LMS) algorithm to
obtain the center weight in each block, and then gradually applies it for the noise filtering program
through multiple iterations to obtain the optimal filtering effect. However, for images with many detail
textures such as points, lines, and spires, these median filters and their improved algorithms are easy
to remove the clean pixels in the detail and texture as noise pixels, which cannot fundamentally solve
the problems of image blur and loss of detail information.

The two-stage denoising algorithm based on noise detection and filtering can effectively solve the
problems of image blur and detail loss by first detecting the noise pixels in the damaged image and
then removing them. The denoising effect of this two-stage method is closely related to the accuracy
of noise detection [8]. To accurately screen out random impulse noise in damaged images, a noise
detection method based on the local rank-ordered absolute difference (ROAD) is proposed in the
literature [9], it determines whether the pixel is noise by counting the gray difference between the
central pixel in the local window and its adjacent pixels. Inspired by ROAD, Dong et al. [10] enlarges
the difference between the central pixel and the pixels in its neighborhood by using the rank-ordered
logarithmic difference (ROLD) of the central pixel in the form of a roll, to improve the accuracy of
impulse noise detection. Chen et al. [11] proposed a noise detection method based on rank-ordered
relative differences (RORD) combined with ROAD and ROLD, but all of them did not consider the
statistical information of pixels in the window and the prior knowledge of noise, such as variance and
noise level.

Practically, the noise level has a great influence on the selection of noise detection threshold [12].
To make full use of the prior knowledge of image noise level, Literature [13] introduces a noise detection
method based on the local consumer’s index (LCI). It measures the similarity between the central
pixel and other pixels in the neighborhood by calculating the LCI value of the central pixel and then
estimates the noise level of the damaged image to set an appropriate LCI threshold to filter out clean
pixels and noisy pixels. To improve the accuracy of noise detection, the author obtains the calculation
formula of LCI threshold and image noise level through numerous experiments and polynomial
fitting. However, for some images with complex texture and serious damage, the LCI value of pixels is
generally low, which is easy to increase the number of misjudged pixels when using a single threshold
to detect. Reference [14] designed a three-threshold detection method of standard deviation, average
value, and the quartile to solve the problem of image denoising under high noise levels. However,
this multi-threshold detection method not only increases the complexity of the algorithm but also
has little effect on noise detection. It cannot well distinguish the normal pixels and noise pixels in
the detail or texture area. To solve this problem, Nadeem et al. [15] designed a fuzzy noise detector
based on switching technology, which can distinguish the noise pixels and edge pixels in the detail and
texture areas well. In the noise detection stage, a pixel in the image can be recognized as a clean pixel, a
noise pixel, or a candidate noise pixel by using an appropriate threshold, but the paper did not specify
how to filter the edge pixels from the candidate noise. Literature [16] introduces in detail a method
of order road difference (ROD-ROAD) and local image statistical minimum edge pixel difference



4320 CMC, 2023, vol.75, no.2

(MEPD) to identify edge pixels from candidate noise, to prevent edge pixels from being wrongly
identified as noise. However, the above detection and filtering methods based on neighborhood pixels
only consider the pixel gray value information in a limited window range and do not consider the pixel
distribution characteristics of the whole image, which results in the poor generalization performance of
the algorithm. Moreover, when the degree of image damage reaches 60% or even higher, these methods
are easy to misjudge normal pixels as noise since the reason that the number of noise pixels is more
than clean pixels in the detection window.

From the above analysis, it can be seen that the noise detection method based on manually set
detection threshold or local window information does not have good generalization performance, nor
can it effectively deal with damaged images with a high noise level. To solve these problems, this paper
proposes an RVIN detection and removal method based on the idea of grouping clustering, which
can achieve fast noise reduction and retain enough detailed information at the same time. The noise
detector divides all pixels in the damaged image into several groups according to the characteristics
of the pixels, and then recognizes the noise of each group of pixels through the adaptive threshold.
The noise detector divides all the pixels in the damaged image into several groups according to the
characteristics of the pixels, and then iteratively optimizes the noise detection model and solves the
optimal detection threshold for each group to identify the noise. According to the noise detection
results, this paper designed a partition decision filter, which uses different filters for noise pixels in
different regions to recover pixels damaged by random-valued impulse noise. Extensive experimental
results show that the proposed method is suitable for both natural images and medical images with
medium and high noise levels. In addition, it is substantially better than other advanced RVIN filtering
techniques in terms of visual and objective quality evaluation.

The main contributions in this article are summarized as follows:

(1) Different from the existing image block denoising method, a pixel clustering method is
proposed by using the overall and partial information of the damaged image to divide all the pixels of
the damaged image into several classes.

(2) The method of [13] is used to calculate the LCI value of pixels, but for pixels at the junction
between classes, only the pixels belonging to the same class in their local window are considered when
calculating their LCI value. Then, by optimizing the noise detection model, the optimal detection
threshold of each group of pixels is obtained to filter out the noise.

(3) A filtering idea of partition decision-making is proposed. The LCI weighted mean filter and
edge direction filter are designed to filter the noise pixels in the flat area and detail area, respectively.

(4) The proposed denoising algorithm has high robustness and generalization and has achieved
remarkable results in RVIN removal of natural images and medical images, especially at high noise
levels.

2 Related Works

In this section, several classical two-stage denoising algorithms related to this work are presented.
We first briefly review some noise detection schemes based on local window statistics and then
introduce improved algorithms based on median or mean filtering.

2.1 Noise Detection

In the method based on local information statistics, a specific statistic is usually defined, then the
statistic of a given pixel is calculated and directly compared with a threshold to detect RVIN [8,17,18].
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The rank-ordered absolute difference (ROAD) proposed in the literature [9] is a typical representative
of this detection scheme. In ROAD, the absolute difference between the central pixel and other pixels
in the neighborhood is first calculated, then sorted in ascending order, and finally, a predefined ROAD
detection threshold is used to discriminate whether the central pixel is a clean pixel or a noisy pixel. The
ROAD algorithm is suitable for images with low noise levels. To separate the difference between noisy
pixels and clean pixels, [10] takes the logarithmic function of the absolute differences to introduce
a new statistic ROLD. Compared with ROAD, the detection stage of ROLD has better detection
performance because it can more easily distinguish between noisy and non-noisy pixels, and it still
works even when the noise density reaches 60%. Since then, researchers have proposed many improved
algorithms based on ROAD and ROLD, such as ROR [19] and ROD-ROAD [16].

Inspired by ROAD and bilateral filter [20], Xiao et al. [13] designed a noise detection method
based on the local statistic Local Consensus Index. This method determines whether pixel x is noise
by calculating the similarity between any pixel x and other pixels in its neighborhood. The specific
calculation method is shown in Formulas (1)–(4):
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In Formula (1), θ(x, y) indicates the similarity between pixel x and pixel y in the local area.
�x

0 means the 5 × 5 neighborhood of the central pixel x (excluding x), y denotes any pixel in the
neighborhood �x

0, ux and uy represent the grayscale values of pixels x and y, (m, n) and (s, t) are the
coordinates of the pixel x and y, respectively. Both σ λ and σ s are Gaussian kernels, which are used to
adjust the influence of spatial distance and gray difference of pixels on θ(x, y). It can be found from
Formula (2) that when x is a normal pixel, the value of ζx will be larger due to its high similarity with
every other normal pixel in the neighborhood, and vice versa. Therefore, by observing the ζx value
of the center pixel x in Formula (3), the possibility of it being a normal pixel can be evaluated. To
make the statistic ζx more stable and discriminative, the author performs a normalization operation
to restrain it into domain [0, 1] through Formulas (3) and (4), and finally obtains the LCI value of
pixel x.

LCI characterizes the probability of whether a pixel is a noise, and the larger the LCI value of a
pixel, the more likely it is a normal pixel. By setting an appropriate threshold, clean pixels and noisy
pixels of the entire damaged image can be filtered out. To obtain the best detection effect, the author
first uses LCI to determine whether the pixel is in a flat area or a detailed area and then uses different
LCI thresholds to filter out noise. The method is computationally simple and can quickly detect the
RVIN of damaged images without iteration.

It should be pointed out that the calculation formula of LCI threshold in detail area and flat area
are obtained by polynomial fitting after experiments on a large number of test images, which leads to
the algorithm not having good robustness. For the LCI detector, the key to judging whether a pixel is
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a noise pixel is the value of the LCI detection threshold. The more accurately the threshold is set, the
more noise pixels are detected. The threshold obtained in [13] needs to be determined by calculating
the noise level. Most of the time, the calculated noise level is often deviated from the real pixel level
and will increase the amount of calculation. Furthermore, there is a large difference in the composition
between images, using a single threshold as the detection standard will lead to large errors in results
and poor generalization ability when encountering images with complex texture composition. Table 1
shows the experimental results of different LCI thresholds for Barbara images with a noise value of
30%, when the noise level is 30%, the LCI detection thresholds of the flat area T flat and the detail area
Tdetail can be calculated by the formula given in the literature to be 0.18 and 0.25, respectively, and the
noise detection effect and restoration effect of the image are improved to varying degrees when the
threshold is changed.

Table 1: Experiment results of different LCI thresholds for Barbara’s image with a noise value of 30%

T flat Tdetail Miss detection False detection PSNR

0.18(base) 0.25(base) 10298 9855 27.09
0.15 0.27 11995 9816 27.17
0.155 0.28 11938 9886 27.11

2.2 Noise Removal Methods

After detecting the RVIN of the image, a filter needs to be designed to remove it. Mean filters
use the mean of all pixels in the local window to replace the central pixel. They have been widely used
and improved due to their simplicity and speed, but they cannot preserve the edges of the image well.
The median filter replaces the noisy pixels with the median value of the filter window while keeping
the noise-free pixels unchanged, to better preserve the details and edges of the image [10] proposed a
new impulse detector that is aligned with four principal directions based on the difference between the
current pixel and its neighbors. Then, it is combined with a weighted median filter (ACWM) to obtain
a new directionally weighted median filter (DWM). The median intensity in the filtering window is
likely to be a random impulse value as well when the noise density reaches 60% or higher, so this
median operation not only fails to remove noise effectively but also introduces other types of impulse
noise. Kang et al. [21] proposed a fuzzy inference-based Orientation Median (FRDM) filter, which
overcomes the problem of DWM filters. In [22], an adaptive method for threshold selection using
fuzzy rules is proposed, which effectively utilizes background pixel information to detect and process
noisy pixels.

The median filter and its improvement methods mentioned above can suppress most of the RVIN.
However, the filter window has more noisy pixels than clean pixels when the noise level of the damaged
image is high, and these methods are still prone to introducing other Noise pixels since the reason that
all pixels in the window are involved in filtering during filtering. In addition, the use of a median filter
in the flat area of the image is easy to bring obvious burrs to the image. References [7,15] assign weights
to the noise or suspected noise in the window to suppress its impact on the central pixel. However, for
the pixels damaged by RVIN, the new gray value is a random value, which has no reference significance.
Using them to repair the central pixel increases uncertain factors and unnecessary calculation costs.
In addition, the existing RVIN denoising algorithms use the same method to deal with any noise in
the image, which is unreasonable because the pixel distribution of the flat area and the detail area in
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the image is very different. The pixel intensity distribution in the flat area A of the image is uniform,
and for the uncontaminated noise pixels, the pixel gray value in the local window differs very little. For
the detail area, even for the normal pixels in the same local window, the gray difference between them
is also great since the reason that the pixel brightness of the image edge and the detail area changes
significantly. The gray profile of this area can generally be regarded as a step, that is, one pixel changes
sharply in a small buffer area to another pixel with large gray difference. These all show that designing
better filters is critical.

3 The Proposed Noise Detection Method

Based on the Section 2.1 analysis, it is believed that setting the LCI detection thresholds of
different images or different regions according to the structural characteristics and edge complexity
of the image can effectively improve the detection effect of noisy pixels. Noisy pixels are not only
characterized by normally distributed random values, but also by random locations in the image.
Recently proposed noise detection algorithms are only based on the properties of random values. To
take advantage of the second important property of random position, [23] uses a random process
model to cluster point patterns formed by random noise, and then according to the relative positions
of image pixels, the image pixels of a certain intensity is classified as damaged or undamaged.
However, this pixel classification method based on a random process model is too complex and the
effect is general. Meanwhile, we noticed that the literature [24] mentioned that pixels in the area
surrounded by edge contours in the image have continuity and similarity, and the distance between
pixels belonging to the same area will be low. Because of this, the authors use the contour cues of
edge-aware geodesic distance to design a structured edge detector to classify the edge regions of the
image to deal with the two common problems of occlusion and motion boundaries in optical flow
computation. Geodesic distance is also a natural tool for edge-preserving image editing operations
(denoising, texture flattening, etc.) [25]. Inspired by references [23] and [24], we think of using the
similarity of the geodesic distance between pixels to divide all pixels in the damaged image into several
categories, and then when calculating the LCI value of the central pixel, this paper only considers
the pixels belonging to the same category in its neighborhood to increase the edge a priori knowledge.
Finally, different LCI detection thresholds are set according to the characteristics of each kind of pixel
to increase the robustness of the algorithm.

3.1 Clustering and Partition of Image Pixels

Data clustering methods include mean shift clustering, density-based clustering (DBSCAN),
Gaussian mixture model (GMM) expectation maximum (EM) clustering, etc. In this paper, the
K-means algorithm was used because of its simplicity and fast convergence speed. K-means image
clustering segmentation, also known as K-means clustering, uses the principle of unsupervised learning
to cluster pixels into several clusters. The specific principles are as follows:

Theorem 1: Given a set of data x1, x2, ..., xn in d-dimensional Euclidean space, assuming that the
number of clusters K is known, the points close to each other are clustered into a cluster from the
perspective of Euclidean space. The distances between points of different clusters are relatively large.

According to Theorem 3.1, it is necessary to find K clustering centers μk (k = 1, 2,..., K) and
assign all pixels in the damaged image to the nearest clustering center, to minimize the square sum
of the one-dimensional distance between each pixel and its corresponding clustering center, where the
one-dimensional distance refers to the gray difference between them. A binary variable rnk is introduced
to represent the attribution of a pixel xn in the damaged image to cluster k, where n = 1, ..., N and
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k = 1,..., K. If the pixel belongs to the kth cluster, then rnk = 1, otherwise 0. Thus, the following loss
function can be defined:

J =
N∑

n=1

K∑
k=1

rnk||xn − μk||2 (5)

It can be seen from Formula (5) that the initial value of μk needs to be fixed randomly to obtain
the attribution value rnk of the pixel that minimizes the loss function J. Given the gray value of pixel xn

and cluster center μk, the loss function J is a linear function of rnk. Since xn and xn−1 are independent
of each other, for each pixel xn, it is only necessary to assign the point to the nearest cluster center, i.e.,:

rnk =
{

1 if k = arg minj ||xn − μj||2

0 otherwise (6)

Use the rnk obtained in Formula (6) and bring it into Formula (5) to find the cluster center μk.
Given the value of rnk, the loss function J is a quadratic function of μk, and makes the derivative of J
to μk be 0, then

N∑
n=1

rnk (xn − μk) = 0 (7)

By Formula (7), it can be deduced that the value of μk is μk =
∑

n rnkxn∑
n rnk

. μk represents the grayscale

mean of the pixels belonging to this class.

After the above steps, the pixels of the damaged image will be clustered according to the similarity.
Here, the similarity of the pixels is calculated according to the one-dimensional distance between the
surrounding pixels and the central cluster pixels. Pixels with the smallest distance from the central
cluster are classified into one category. According to the value of K , the pixels of an image can
be clustered into K categories. Through pixel clustering, complex image textures can be accurately
separated logically, so that class-to-class processing can be realized, and the ability to repair damaged
images can be improved to a certain extent. Fig. 2a shows the clustering effect of Lena’s image with
50% RVIN when K equals to 4. It can be seen from Fig. 2a that the pixels of the image are divided
into four categories, and each category is displayed in different colors. At the same time, for the pixels
between classes, because the pixels with certain similarities have been classified in the clustering, the
method only needs to take the pixels of the same class in their neighborhood to calculate the LCI when
calculating their LCI. As shown in Fig. 2b, for the central pixel of region A, only 8 pixels (221, 32, 64,
22, 112, 23, 23, 74) of the 24 pixels in its neighborhood belong to the same class, then only these few
pixels are considered when calculating the LCI value of the center pixel x, thereby increasing the prior
knowledge of the edge. It should be pointed out that due to the poor anti-interference of the K-means
algorithm, the method will preprocess the simple filtering methods such as median filter or Gaussian
filter before clustering and segmentation of images to reduce the impact of noise on clustering effect,
so as to meet the requirements of subsequent experiments.

3.2 Determination of Noise Detection Threshold by Iteration

After the pixel clustering operation, the pixels of the image will be clustered into several different
clusters according to the similarity of the grayscale distance. Obviously, in different clusters, the
corresponding noise detection threshold ranges are also different due to the different gray levels and
regions of the pixels. Therefore, it is now necessary to select the optimal detection threshold for
different types of pixels. As mentioned in the introduction, for the two-stage denoising algorithm,
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the better the noise detector, the better the filtering effect, which means that the optimal detection
threshold corresponds to the best filtering effect. In other words, the selection of the optimal threshold
TLCI for LCI is a process of solving an image-denoising model optimization problem.

Figure 2: (a) The effect of Lena image clustering with a noise level of 50% when K = 4, (b) The pixel
classification result of regions A and B, where the pixels marked blue, green, and yellow indicate that
they belong to different kinds

Since the LCI value of the pixel is in the range of [0, 1] after normalization, the detection threshold
TLCI could be made traverse from 0 to 1 (assuming the step size is 0.1) and calculate the objective
function of the model at the same time. When the objective function is the smallest, the corresponding
TLCI value is the optimal threshold. The total variational model is often used to solve the optimization
problem of image denoising, which mainly relies on the gradient descent method to smooth the image.
The paper hope to smooth the image inside the image so that the difference between adjacent pixels is
small, and the contour and edge of the image are not smoothed as much as possible [26,27]. Therefore,
the paper uses the characteristic that the image belongs to a two-dimensional discrete signal to perform
total variation on the image, as shown in Formula (8):

V (y) =
∑

i,j

√|yi+1,j − yi,j|2 + |yi,j+1 − yi,j|2 (8)

where y is any pixel of the image, i and j are the abscissa and ordinate of y respectively. Since the reason
that it is difficult to solve Formula (8), two-dimensional total variation has another commonly used
definition of anisotropy:

V (y) = ∑
i,j

√|yi+1,j − yi,j|2 + √|yi,j+1 − yi,j|2

= ∑
i,j

|yi+1,j − yi,j| + |yi,j+1 − yi,j| (9)

In Formulas (8) and (9), V(y) is also called the TV norm, which can be used as a regularization
method to keep the edge information of the image as the goal. The TV value of the image is the same
as the norm of the matrix, and the anisotropy of the image TV is the L1 norm of the matrix, and the
isotropic TV of the image is expressed in the same way as the L2 norm of the matrix. Therefore, if the
anisotropy V(y) is used as the objective function of the model, the image restoration effect is the best
when the V(y) value of the restored image is the smallest. In this way, the method can determine the
optimal threshold TLCI of the noise detector.
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In Section 3.1, the paper divides the pixels of the image into K categories through the k-means
method, and the pixels belonging to the same category are divided into flat areas and complex areas.
Therefore, we need to use the iterative method to select the optimal threshold of 2 × K areas, and then
calculate the TV value while restoring the image (note that the areas are relatively independent of each
other). It is found that with the iteration of the threshold from 0 to 1, the value of V(y) decreases first
and then increases. Therefore, there is a threshold to minimize V(y), and the threshold at this time is
the optimal threshold we need.

3.3 The Framework of Noise Detection Method

For understanding, the whole framework of the proposed impulse noise detection method is
summarized as shown in Algorithm 1:

4 The Proposed Partition Decision Filter

Given the Section 2.2 analysis, it is believed that different filters should be used according to
different regions of noise pixels in the filtering stage. In this section, a more robust partition decision
filter is designed to remove RVIN instead of using the existing median or improved median filter. The
proposed partition decision filter considers the image features and the region of noise at the same time
and only selects the pixels judged to be normal in the neighborhood of the central pixel to filter the
central pixel.

4.1 LCI Weighting Filter

For the noise pixels judged to be in a flat area, LCI weighted mean filter is designed to repair it.
The LCI weighting filter is shown in Formula (10):

I ′
x =

∑
y∈�o

x

[
LCI 2

y · Iy

]
∑

y∈�o
x

[
LCI 2

y

] (10)

where I’x represents the gray value of the noise pixel x after filtering represents the pixel in �0
x that is

judged as clean noise in the noise detection stage, I y and LCIy represent the gray value and LCI value
of y, respectively. The LCI value of the pixel is used as the weight of each pixel in the filter because LCI
represents the probability that the pixel is clean. If the larger the LCI value of the pixel, it indicates that
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it is more likely to be a clean pixel, then it should be given more weight to participate in the repair of
the central noise pixel. Considering that the gray distribution of pixels in the flat area is smooth, and
if the window setting of the filter is too large, it is easy to introduce pixels in the edge area. Therefore,
the filter window of the LCI weighted filter is set to 5 × 5.

4.2 Edge Direction Filter

For the noise pixels in the edge and detail areas, the gray level of the pixels in the neighborhood
changes sharply. However, due to the characteristics of the edge, there will always be pixels in a certain
direction in the neighborhood, and the gray difference is small. Therefore, a median filter based on
minimum gradient difference is designed, which is named the edge direction filter. The principal steps
are summarized as follows:

(1) For the noise pixel x determined to be in the edge or detail area, an M × M detection frame is
constructed with the pixel x as the center.

(2) According to the noise results of the first stage, select the clean pixels on the four lines of the
detection frame, and put the pixels judged as clean noise on the row, column, left diagonal and right
diagonal of the current central pixel x into the set Dh, Dv, Dl and Dr respectively.

(3) Calculate the standard deviation of elements in each set, and select the direction represented
by the set with the smallest standard deviation as the boundary filtering direction Df.

(4) The gray values of the clean pixels in the boundary direction are arranged in ascending order,
and the median in the election sequence is used as the new gray value of the central noise pixel x.

For understanding the edge direction filter, an edge region from Fig. 3a is selected and the
pixel gray distribution corresponding to this region is shown in Fig. 3b. The elements in the four
direction set of this region are Dh= [56,95,211], Dv= [82,85,99,106,107], Dl= [80,90,215] and Dr=
[38,54,67,117,147], respectively. By calculating the standard deviation of each set, it can be seen that
the Dv direction is the edge direction line. From Fig. 3b, it also can be found that the direction of
the edge line observed visually is consistent with the direction of the edge line calculated through the
method. Then, after median filtering, the gray value of the central pixel is (99) in the Dv set, which is
very close to the ground truth (93) of this pixel.

Figure 3: (a) Image of Lena with 50% RVIN, marked with the edge region A whose intensities is listed
on the right (b), and the noise pixels are indicated in red color

It should be pointed out that if the window of the filter is too small, there may be few clean pixels
in the edge direction, which makes the image prone to burrs and affects the filtering effect. Therefore,
the window of the improved median filter is set to 7 × 7 in this paper.



4328 CMC, 2023, vol.75, no.2

4.3 The Framework of the Filtering Method

For understanding, the whole framework of the proposed RVIN removal method is summarized
as shown in Algorithm 2:

5 Experiments and Discussions

In this section, the noise detection and removal experiments are performed on natural images
and medicals image to verify the performance of the proposed method. The test images are shown in
Fig. 4, where Figs. 4a–4g are natural images, Figs. 4h–4i are medical images. All image sizes are 512
× 512, except that of the size of House. To quantitatively and qualitatively evaluate the performance
and effect of the proposed two-stage denoising algorithm, this paper use the Miss Detected pixels
(MD) and False Detected pixels (FD) indexes commonly used in other literature to evaluate the noise
detector, and Structural Similarity (SSIM) and Peak Signal to Noise Ratio (PSNR) indexes to evaluate
the filter.

5.1 Parameter Setting

Although the proposed filter is improved based on LCI noise detector, it reduces many unnec-
essary parameters than the original method. For the parameters in Formula (1), both σ λ and σ s are
taken as 7.1. For the parameter Tσ used to judge whether the noise pixel is in the detail or texture
area, the paper follow the settings of the literature [13]. As for the clustering grouping parameter K,
it is obvious that the more groups of the damaged image, the better the noise detection effect, which
will increase the time cost and complexity of the algorithm at the same time. We select Peppers image
with 50% RVIN and divide the pixels into 2∼6 groups to verify the impact of the number of groups
on noise detection. The experimental data are shown in Table 2. It can be found that when the value
of K equals to 4, all indicators basically reach the best. Therefore, the value of K is set to 4 in the later
experiments.
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Figure 4: The test images: (a) Lena, (b) Peppers, (c) Barbara, (d) Boat, (e) House, (f) Bridge, (g) Baboon,
(h) Gehirn, (i) Prostate

Table 2: Influence of different K values on noise detection and removal

K MD FD Total PSNR SSIM

2 5314 15306 20620 27.83 0.86
3 5588 14378 19966 28.12 0.88
4 6130 12745 18875 28.66 0.92
5 6212 42443 18655 28.68 0.92
6 6266 12109 18375 28.71 0.93
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5.2 Performance of Proposed Noise Detector

As mentioned in the introduction, the detection accuracy of the noise detector has a great impact
on the noise removal ability of the filter. A good noise detector should have fewer missed detected (MD)
pixels, false detected (FD) pixels and higher accuracy of real detected noise pixels (True Hit). Table 3
and Fig. 5 show the detection effects of the proposed noise detector on test images with different
noise levels. It can be seen from Table 3 that for some images with less texture and simple pixel gray
distribution such as Lena, Peppers, Prostate and Brain images, the effect will be better and the number
of MD and FD is much less than other images, which was caused by the reason the noise pixels in the
flat area are easier to detect than those in the edge area. Although the images of Baboon, Barbara,
Boat, and Bridge, which contain more details and textures, perform worse at low noise levels, it can
be seen from Fig. 5 that with the increase of noise level, the detection rate of noise pixels in the image
is gradually increasing. This is because the improvement of noise level leads to fewer clean pixels in
the image and a greater difference in pixel gray distribution in the detection window. At this time, if
the central pixel is noisy, it will be easier to be detected since the reason that it is more different from
the pixels in its neighborhood. It is worth noting that when the noise level reaches 80%, the truth hit of
almost all images is more than 90%, which shows that the proposed noise detector has good stability
and robustness.

Generally, for gray-scale images, it is not obvious that if the absolute difference between the pixel
value and its adjacent pixel value is less than 8 [10,28]. In other words, it is difficult for human eyes or
noise detectors to distinguish when the difference between the gray value of noise pixels and their
original true value is within 8, and their existence will not significantly reduce the image quality.
Therefore, for this part of noise pixels, they can be regarded as clean pixels. Based on this premise,
the difference between the gray value and the real value of the missing detected pixels in the test image
are counted, as shown in Table 4, where D represents the difference between the current value and the
real value of the noise pixel. It can be seen from Table 4 that the gray values of most of the missing
noise pixels in these images with 40%∼60% RVIN are within 8 bits of their true values, which further
verifies that the proposed noise detector has a high noise detection accuracy.
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Figure 5: The true hit accuracy for different images with 30%∼80% RVIN

Table 4: Difference between the gray value and the real value of the missing detected pixels in test
images

Image 40% 50% 60%

D≤8 8<D≤24 D>24 D≤8 8<D≤24 D>24 D≤8 8<D≤24 D>24

Lena 6435 2886 1047 6822 3267 1343 75688 4292 1607
Barbara 7571 5670 3509 6848 5496 3788 8439 6673 4213
Peppers 6571 3640 1076 7029 4470 1246 7832 4504 1469
Boat 6281 5837 3884 7976 6868 3186 8313 6819 3237

To objectively evaluate the performance of the proposed noise detector, it was compared with
several newly proposed and classical algorithms, such as DWM [27], Luo’s method [29], Contrast
Enhancement-based Filter (CEF) [30], Adaptive Switching Median (ASWM) method [31], Standard
Deviation Obtaining Optimal Direction (SDOOD) method [32], Sparse Regularization Method
(SRM) [33], Adaptive Edge Preserving Weighted Mean (AEPWM) method [34] and so on. The
experimental results are shown in Table 5. It should be pointed out that for the FD and MD values
of other noise detection algorithms, the best values mentioned in the literature are selected. It can
be found from Table 5 that although some methods such as Luo’s have a very low number of FD,
the number of missed pixels is very high, which will lead to more burrs in the image and affect the
recovery performance of subsequent filters. Although the proposed noise detector has a relatively large
number of false detected pixels, the total number is optimal under different noise levels. In fact, with
the increase of noise level, the MD of proposed detector gradually achieves the optimal result, which
means that our method owns better robust, and the detector can still detect more noise pixels even
though the noise density becomes higher. Intuitively, a good noise detector should be able to detect
more noise pixels while reducing mis-judgment as much as possible. Therefore, considering several
evaluation indexes, it is believed that the proposed noise detector has better performance than other
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methods. In addition, from the comparison results between LCI and the proposed filter, it can also
be found that with the increase of noise level, the effect gap between the proposed filter and LCI is
more obvious, which shows that the improvement proposed for LCI has an obvious and substantial
improvement in detection performance.

Table 5: Detection comparison results for Lena’s image contaminated by RVIN with different noise
levels

Method 40% 50% 60%

FD MD Total FD MD Total FD MD Total

ACWM [7] 1928 14249 16177 3602 20596 24198 6668 31165 37833
ROLD-EPR [10] 7471 13987 21458 7875 16331 24206 9223 17245 26468
LCI [13] 4513 10440 14953 7376 11766 19142 9637 13594 23231
ROD-ROAD [16] 5203 10138 15341 6946 11584 18530 7455 15451 22906
ROR-NLM [19] 3056 12443 15499 3655 15778 19433 5917 21601 27518
DWM [27] 7937 11600 19537 8652 15035 23687 14215 15373 29588
Luo’s [29] 1713 14365 16078 2135 20236 22371 2886 33374 36260
CEF [30] 6141 14727 20868 7745 17490 25235 8657 21314 29971
ASWM [31] 11042 7381 18423 12050 10614 22664 16845 19577 36422
sDOOD [32] 10326 13299 23625 15588 11741 27329 18243 16993 35236
SRM [33] 2063 21063 23126 3195 24903 28098 5047 32722 37769
AEPWM [34] 7973 10908 18881 9613 11668 21281 9760 13571 23331
Proposed 4408 10368 14776 6717 11432 18149 7781 13467 21248

5.3 Restoration Performance of Proposed Filter on Natural Image

To verify the effectiveness and rationality of the proposed partition decision filter, restoration
experiments are performed on Lena images with 50% RVIN, as shown in Figs. 6a–6b. At the same
time, a flat region A and a detail region B with 12 × 12 size are selected from the image, and the
corresponding pixel gray values before and after filtering are shown in Figs. 6c–6f. By enlarging
Fig. 6b, it can be found that the image has no obvious burr or residual noise mass, which is due to
the good detection of noise in the damaged image by the proposed noise detector. As we mentioned
earlier in Table 4, although 6800 noise pixels were not detected, half of the gray values of the noise had
little difference from the original values, resulting in no obvious visual observation.

From the comparison of Figs. 6c–6f, it can be seen that most noise pixels are figured out in both
flat and detail areas, and the restored pixel gray values are very close to the real values. For some
clean pixels that are judged as noise, the new values are also less different from the original values
after being filtered. It is worth noting that the detection and filtering effects of the detail region are
significantly inferior to that of the flat region. For example, in the filtered flat region A, there are 144
pixels with the error between the new gray value and the real value within ±3, while there are 37 pixels
in the detail area B above ±8. This is because the pixel gray distribution of edge and texture details
is more complex, but from the recovery effect of Fig. 6b, the proposed filter still retains and restores
the texture and edge with no obvious image blur, which shows the rationality and effectiveness of the
sub-regional filtering method.
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Figure 6: (a) Lena image with 50% RVIN, (b) restored Lena image, (c)–(d) pixel gray distribution of
flat region A and detail region B before filtering, in which the pixels marked in red are noise, and the
values in brackets are their real values, (e)–(f) pixel gray distribution of flat region A and detail region
B after filtering

To objectively evaluate the performance of the proposed filter, it was compared with several
mainstream filters, such as DWM [27], Luo’s [29], ASWM [31], SDOOD [32], AEPWM [34], Switching
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Bilateral Filter (SBF) [35], Adaptive Fuzzy Inference Directional Median (AFIDM) method [36] and
so on. PSNR indicator is used to measure the similarities and differences between the original image
and the reconstructed image, and the SSIM indicator is used to characterize the ability of the filter
to pay attention to details and preserve features. For the PSNR and SSIM values of other filters, we
select the best values mentioned in their respective literature. From the PSNR comparison results in
Table 6, it can be found that the proposed filter is slightly inferior to AEPWM except for the boat
image, but the performance of the proposed filter is more prominent in other images, especially at the
noise level of 50%∼60%. Meanwhile, in the increase of noise level, the PSNR value of the proposed
filter decays more slowly than that of AEPWM and other filters, which is because the designed noise
detector can detect more noise at high noise levels. In the SSIM comparison results in Table 7, except
that the bridge image is slightly lower than ROD-ROAD, the performance of the proposed filter on
other images is significantly better than other filtering algorithms, which shows that the proposed filter
can better retain the edges and other details in the image.

Table 6: Comparison of restoration results in PSNR for images corrupted by 40%∼60% RVIN

Method Lena Peppers Bridge Boat

40% 50% 60% 40% 50% 60% 40% 50% 60% 40% 50% 60%
ACWM [7] 29.58 24.63 20.4 29.89 25.4 21.53 23.52 21.41 19.12 26.74 24.5 21.45
ROR-NLM [19] 31.42 29.21 25.6l 29.61 27.89 25.45 24.27 22.91 21.21 27.23 25.4 24.21
DWM [27] 30.91 28.42 26.25 29.02 27.12 25.33 24.02 22.69 21.12 26.76 25.26 23.23
Luo’s [29] 30.77 27.l6 22.62 29.53 26.71 23.52 23.59 21.62 19.17 26.88 24.82 21.62
ASWM [31] 30.91 28.42 26.25 29.02 27.12 25.33 24.02 22.69 21.12 26.76 25.26 23.23
sDOOD [32] 29.59 27.89 26.51 29.12 27.54 26.09 22.66 21.71 21.19 24.66 23.81 23.37
AEPWM [34] 31.77 30.01 28.03 29.75 28.11 26.62 24.35 23.08 21.75 27.85 26.61 24.87
SBF [35] 30.04 27.18 23.41 29.17 27.03 24.02 23.04 21.99 20.49 25.91 24.66 22.84
Proposed 30.81 29.95 28.54 30.01 28.66 27.48 24.22 23.63 22.36 27.64 26.4 24.82

Table 7: Comparison of restoration results in SSIM for images corrupted by 40%∼60% RVIN

Method Lena Peppers Bridge Boat

40% 50% 60% 40% 50% 60% 40% 50% 60% 40% 50% 60%
ACWM [7] 0.877 0.765 0.584 0.812 0.707 0.548 0.727 0.626 0.482 0.809 0.706 0.569
ROLD-EPR [10] 0.929 0.902 0.853 0.867 0.827 0.776 0.756 0.687 0.608 0.83 0.781 0.721
SAFF[l5] 0.939 0.881 0.805 0.925 0.884 0.842 0.757 0.707 0.615 0.857 0.784 0.738
ROD-ROAD [16] 0.945 0.919 0.879 0.861 0.829 0.789 0.769 0.705 0.63 0.835 0.791 0.732
ROR-NLM [19] 0.936 0.899 0.81 0.864 0.82 0.745 0.725 0.646 0.546 0.833 0.781 0.708
DWM [27] 0.928 0.891 0.806 0.851 0.782 0.713 0.696 0.585 0.498 0.819 0.733 0.657
Luo’s [29] 0.881 0.796 0.63 0.814 0.723 0.611 0.739 0.639 0.501 0.802 0.719 0.568
CEF [30] 0.916 0.885 0.763 0.85 0.81 0.731 0.716 0.642 0.562 0.823 0.766 0.685
ASWM [31] 0.932 0.882 0.3791 0.813 0.771 0.707 0.695 0.583 0.494 0.806 0.726 0.654
sDOOD [32] 0.882 0.84 0.742 0.843 0.764 0.719 0.606 0.545 0.488 0.729 0.674 0.628
AFIDM [36] 0.88 0.746 0.78 0.89 0.856 0.815 0.75 0.706 0.601 0.809 0.768 0.699
Proposed 0.943 0.921 0.885 0.943 0.925 0.883 0.758 0.685 0.617 0.866 0.813 0.745



4336 CMC, 2023, vol.75, no.2

Similarly, several mainstream filtering algorithms are selected to compare the effect of the filter
on the visual output. As shown in Fig. 7, it can be found that there are still many obvious noise images
in [27,35,37] and [38], while the restored image of [35] has obvious blur. The effects of [12] and [19]
are relatively better, but some edges and details are not well-preserved. In contrast, the effect of the
proposed filter has better visual quality. By enlarging some detail areas in the image such as the places
marked in Fig. 7, it can be found that the proposed method retains the lines and colors of the hull
better than other methods, which is due to the high detection accuracy of the noise detector and the
zoning filtering design of the filter. It can be considered that for complex images with 60% RVIN, the
proposed method can still detect and remove most of the random-value impulse noise and retain most
of the image details.

Figure 7: Restoration results of Boat images with 60% RVIN: (a) Boat with 60% RVIN, (b) AFWMF
[12], (c) ROR [19], (d) DWM [27], (e) SDOOD [32], (f) SBF [35], (g) EAIF [37], (h) ASMF [38],
(i) FRDFN [39], (j) EBDND [40], (k) BDND [41], (l) Proposed filter

5.4 Restoration Performance on Medical Image

Denoising experiments on medical images were conducted as shown in Fig. 8. It can be seen
that the denoising algorithm proposed in this paper can restore biomedical images with different



CMC, 2023, vol.75, no.2 4337

textures and resolutions under different levels of RVIN. From the restored medical image, it also can
be intuitively observed that the algorithm in this paper also has a good texture and edge preservation
ability in a medical image, which helps to ensure the correct diagnosis and treatment in the follow-up.
In general image processing, small details have little impact on the subsequent processing procedures
of image noise reduction. However, such small mistakes are not allowed when the processing object
is medical images, because, in medical diagnosis or treatment, every small mistake will affect the
treatment methods and even threaten the life of the patient.

Figure 8: The filtering effects of the proposed method on Prostate and Gehirn noisy images: (a) Prostate
with 30% RVIN; (b) restored image of (a), PSNR = 31.82; (c) Gehirn with 50% RVIN; (d) restored
image of (c), PSNR = 29.76; (e) Brain with 40% RVIN; (f) restored image of (e), PSNR = 22.47; (g)
Cross section of brain with 50% RVIN; (h) restored image of (g), PSNR = 23.26

5.5 Comparison of Computation Cost

The proposed method was compared with the best algorithms SAFF and DnCNN in traditional
methods and deep learning methods, as shown in Table 8. Both the method proposed in this paper
and SAFF are two-stage RVIN removal methods, but the calculation speed of the proposed method
is more than 20 s faster than that of SAFF. It should be pointed out that DnCNN is an end-to-end
one-stage denoising method. For the trained denoising model, it can directly skip the noise detection
phase to complete the noise removal, so it only takes about 6 seconds. The calculation time of the
proposed method is mostly in the noise detection stage. If only the filtering stage is considered, the
proposed method only takes about 3 seconds to remove RVIN from Lena’s image. To sum up, the
proposed method has obvious advantages in the execution time in the noise detection stage and the
removal stage, which provides more convenience for the implementation of the algorithm.
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Table 8: Comparison of computation cost in lena with 40% to 60% RVIN (in seconds)

Method 40% 50% 60%

SAFF [15] 85.62 83.37 84.18
DnCNN [42] 6.34 6.38 6.75
Proposed 59.51 60.06 61.75

6 Conclusion

In this paper, a novel two-stage method to remove random-value impulse noise is present. In the
noise detection stage, all pixels in the damaged image are divided into several groups according to the
characteristics of pixels, and then the noise of each group of pixels is recognized by adaptive threshold.
For the noisy pixels in flat area and detail area, LCI weighted filter and edge direction median filter
are designed to recover the gray value of the noisy pixels respectively. Large number of experimental
results show that the proposed method is suitable for RVIN in natural images or medical images, and
the performance of the algorithm is more robust and stable with the increase of noise level.

Although the proposed filter is slightly inferior to some advanced one-stage filters in PSNR, it
is essentially superior to other denoising methods in SSIM and visual quality evaluation. In future
work, we will further research how to increase the accuracy of noise detection and improve the
filtering performance. Meanwhile, the feasibility of applying the proposed method to color images,
hyperspectral data, and textual data can also be further discussed.
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