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Abstract: Cloud computing makes dynamic resource provisioning more acces-
sible. Monitoring a functioning service is crucial, and changes are made when
particular criteria are surpassed. This research explores the decentralized
multi-cloud environment for allocating resources and ensuring the Quality
of Service (QoS), estimating the required resources, and modifying allotted
resources depending on workload and parallelism due to resources. Resource
allocation is a complex challenge due to the versatile service providers and
resource providers. The engagement of different service and resource providers
needs a cooperation strategy for a sustainable quality of service. The objective
of a coherent and rational resource allocation is to attain the quality of service.
It also includes identifying critical parameters to develop a resource allocation
mechanism. A framework is proposed based on the specified parameters
to formulate a resource allocation process in a decentralized multi-cloud
environment. The three main parameters of the proposed framework are
data accessibility, optimization, and collaboration. Using an optimization
technique, these three segments are further divided into subsets for resource
allocation and long-term service quality. The CloudSim simulator has been
used to validate the suggested framework. Several experiments have been
conducted to find the best configurations suited for enhancing collaboration
and resource allocation to achieve sustained QoS. The results support the
suggested structure for a decentralized multi-cloud environment and the
parameters that have been determined.
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1 Introduction

Cloud computing is the global platform for highly distributed online processing, communication,
and data management functionality. Cloud computing provides operational facilities online; therefore,
the internet is the medium to access cloud computing platforms. The organizations managing the cloud
platforms are called Cloud Service Providers (CSPs). CSPs provide services ranging from software
applications and middleware to highly sophisticated infrastructure to the end-users [1].

Nowadays, many users use cloud computing, so many users are taking advantage of its more and
more services and applications wherever they are. Cloud computing is also a backup system, so any files
with important information can have backup files on the cloud network. Cloud computing can share
files anywhere the person is worldwide; users can share files quickly and safely without any hesitation
or failure. Cloud computing also has the backup of application software so that we can entrust it to
the failure of any software because we have its backup files [2]. Cloud computing can be both public
and private. The public cloud is open for all users, and public cloud service providers provide it free on
the internet. Private Cloud Providers give access to a private cloud to a specific number of individuals
[3]. These services are a system of networks that supply hosted services.

With the rise of cloud computing, big data, and artificial intelligence, cloud resource demands are
expanding quickly, particularly certain unclear and emergent resource demands. The emergent mode
cannot be supported by conventional cloud resource allocation techniques for timely and optimal
resource allocation [4].

In multi-cloud environment services, one of the critical challenges in security is authorization and
authentication. In authorization scenarios, identify the user as having the authority to see this part of
the application service, and authentication scenarios determine whether the cloud user is authentic.
Different applications have various life cycles and policies to utilize authentication and authorization
techniques. The most security challenges ensured that correct and authentic users could access your
cloud-based application [5].

In a multi-cloud environment, monitoring is a critical challenge for security and management.
When customer data is stored in the cloud, monitoring is the technique that ensures customer data is
safe. Cloud-based services offer many benefits for business usage, and web Application Programming
Interface (API) increases the security risk of deploying cloud-based services. Thus, most organizations
are nervous about storing private data in the cloud. Monitoring enables organizations to balance risks,
take advantage of the cloud, and reduce critical challenges’ complexity [6].

In a multi-cloud environment, handling storage is always difficult. When designing a cloud-based
system, challenges must be in mind that security is essential, which allows for storage with multiple
clouds. Most users store their data in the cloud instead of saving it on local devices or hard drives.
Data centres take care of the user’s data and ensure it is safe [7].

System hardening is the technique used to reduce security risks and eliminate security attacks
and the systems attack surface. Application hardening is the type of system hardening. Application
hardening provides the facility to restrict the user’s access to the application based on role management.
In application hardening, remove any useless function. Application passwords are also easily managed
through the tasks of updating and resetting. Most organizations use the best techniques to misuse the
app’s Internet Protocol (IP) cheating and prevent attackers. Application hardening methods include
code obfuscation, anti-debugging, binary packaging, and white-box cryptography [8].

Multi-cloud computing is primarily related to profitability. Institutions with different silicon
stations (e.g., development, testing, production, and support) are recommended to be used in separate
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cloud applications to avoid downtime. A multi-Cloud approach allows organizations to clearly, cover
the risks of service disruption. There is a need to increase confidence in the association’s dissemination
plans. Recently, companies have developed many native cloud applications, the main driving force
behind cloud evaluation, and choose to host them on multiple clouds [9].

QoS is the major component of cloud applications. The resources should also be relevant to
the Service Level Agreement (SLA) defined by the end-user and the cloud providers. The proper
utilization of resources concerning end-users needs increases the profit of cloud service providers.
QoS management consists of a resource allocation problem with services such as cloud application
performance, availability, and reliability. The cloud application QoS management method automates
cloud computing’s hardware and software resource allocation programming [10].

In cloud computing, resource allocation strategies are guaranteed virtual machines or physical
resource allocation to the cloud user with minimal resources. Other parameters play an essential role
when SLA between the service provider and cloud user, as shown in Fig. 1.

Figure 1: Resource allocation strategy

Resource contention occurs when two applications hosted on a server utilize the same resources
simultaneously. Similarly, resource scarcity is related to the shortage of resources that arises when
limited resources are available. As mentioned in the above diagram, resource fragmentation is another
critical parameter that occurs when the resources available are limited but not intelligent enough to
allocate the resources allocation of the desired application. Over and under-provisioning are the last
two parameters; over-provisioning arises when the resources task is free of the actual demand for
resources with need. Under-provisioning occurs when the user task is allocated with few quantities of
resources than the actual need [11].

Cloud computing offers dynamically provided resources displayed as one or more integrated
computer resources based on limits. The application provisioner must determine the appropriate
software and hardware configuration throughout the cloud provisioning process to guarantee that the
Quality of Services (QoS) aim of the application services is met without sacrificing system utilization
and efficiency [12].

2 Related Work

Identifying the core players in a multi-cloud environment for resource allocation and management
[13]. In cloud computing, one cloud service provider with a certain number of services to the end-user
is a successful centralized setup that provides good performance. The resource sharing in a multi-
cloud environment is configurable in a centralized or decentralized manner. Multi-cloud is split into
different types based on these configurations and becomes part of the gradually developed multi-cloud
architecture.

The multi-cloud platform has emerged in search of optimum benefits. It can be classified into two
broad possible configurations: centralized and decentralized. A multi-cloud can be configured in a
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centralized manner that can have all the resources controlled by a central entity. The centralization cer-
tainly provides more control and requires tangible investment in developing the central infrastructure
to serve all the cloud users and their respective requests. In the decentralized configuration of the multi-
cloud, the control is distributed among multiple entities within the multi-cloud based on the capacity
and availability of resources with different stakeholders who can manage their resources according
to their localized requirements and pool the resources along with the administration services. Based
on the strategy and policy development in a decentralized configuration, participants will either have
a single policy regarding services and price slab, or participants will have their business transaction
structure, as this configuration is not making limits in any manner [14].

In practice, end-users also map the required services among all participants and analyze the latency
based on location proximity to get optimum results. Any participant with a better latency rate and
performance is responsible for service provisioning [15]. The concept of virtualization is very much
applicable to formulating a virtual cloud framework that can provide compute, storage, and network
resources to the end-user to activate services from the constituent member clouds in a virtual execution
environment. The most workable and sustainable multi-cloud architecture is the combination of
multiple SDC (small data centres) representing the localized resources with every participant. The
scalability of such an arrangement is also possible in an encapsulated environment without disturbing
the end-user [16]. The perspective and needs of the end-user decide which centralized or decentralized
configuration is more suitable and productive for the end-user [17].

The decentralized cloud combines the advantages of cloud computing and Peer-to-Peer (P2P)
computing paradigms [18]. An immediate benefit of decentralization is improved privacy and security
since there is no central control over the data. By participating in the decentralized cloud, small cloud
players will get a channel to form business groups and support each other. Cloud end-users will gain
more confidence in using this model because of its new features.

The participation of SDCs is more stable in decentralized clouds than the continuously joining
and leaving of peers in the P2P system [19]. However, there are three key differences between the
decentralized cloud and the P2P model. First, the peers in the decentralized cloud are mainly small
data centres that are legal and economic social entities rather than individuals. Thus, cloud providers’
incentives to cooperate are not merely for revenue maximization but also for other social dynamics
such as legal constraints, location proximity, trust, and loyalty. Second, compared to a large population
of peers, the number of cloud providers is relatively small. Third, the computing environment is not as
highly dynamic as in the P2P model [20].

It is worth mentioning that the decentralized cloud will not replace the centralized cloud, but they
complement each other. Centralized clouds have already demonstrated their power in web hosting and
compute-intensive applications. However, the decentralized cloud is the best choice if applications need
high information privacy or better control over the data [21].

3 Proposed Methodology

The proposed framework focuses on three segments in multi-cloud for resource allocation and
management. The previous sections show in detail that the multi-cloud environment is expanding
in the corporate sector and at the CSP level to provide specialized services relevant to the multi-
cloud environment. The three-factor dealing with this process is the service provider mainly providing
services in any specific configuration, i.e., private, public, hybrid, or community cloud. At the same
time, the second actor is the resource provider with the physical structure and extends the facility to



CMC, 2023, vol.75, no.2 4123

other resource providers. The third important factor in this equation is the end-user working in a multi-
cloud environment. The resource provider has an SDC or some computing, storage, and network at the
operational level. This capacity and resources are provided to the end-user through virtual machines,
dockers, containers, and other means that the cloud service providers own. The services are provided
on the resources following certain pricing and QoS strategy framework in different cases.

There are nine-step for QoS parameters for resource allocation in a cloud environment. In
Step 1, the client sends a request to the server through a query in a virtual environment. App
configuration and testing are done with QoS goals in a virtual environment. In Step 2, the required
request is sent to cluster management for clustering services in multi-cloud environments through
different configurations with QoS parameters, as shown in Fig. 2. QoS parameters include threshold
configuration, test logic controllers, and a stepping plan. In Step 4, Step 5, and step 6, the test state
model and model analysis are analyzed on different configurations and checked to see whether the
QoS is satisfied. In step 7, if the QoS parameter is satisfied, resource provision from the resource pool
is performed. In Step 8, the monitoring and business logic tiers are performed and communicated to
the virtual environment. Finally, all the results and costs are transmitted to the client. The proposed
framework is focused on three main parameters for the QoS and resource allocation in a multi-cloud
environment, as shown in Table 1. These parameters are extracted from the literature and different
cloud models, specifically the variants of multi-cloud environments. The structure of the proposed
framework is based on these three parameters to extend the other processes and logic for the dynamic
and swift resource allocation with improving the QoS in the multi-cloud platform.

Figure 2: Workflow of proposed framework

It is important to note that the descriptive framework has three core parameters essential in
developing any type of multi-cloud. The first parameter, cooperation, is the core element in developing
the basis for optimization and sharing. As discussed, multi-cloud is the amalgamation of different
services from various cloud service providers, the high level of heterogeneity from structural to
service level makes this parameter fundamental and crucial. The subset of this parameter includes
the parameters like incentives and strategies. Further detailing of these parameters has provided the
variables related to financials, social factors, and SLA performance. Moreover, these parameters are
vital in allocating resources with an evident QoS.
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Table 1: Parameter for QoS

Multi-cloud Cooperation Incentives Financial
SLA performance

Strategies Workload base
SLA base

Optimization Objective Revenue
Improve QoS

Model Constraint base
Game theory

Evaluation Process cost
SLA base

Data sharing Inter cloud Storage
Optimization

Intra cloud Duplication
Summarisation

The proposed framework depicts that cooperation is not attainable without incentives and
strategy. A good strategy may lead to minimal incentives and maximum outcomes. However, the
incentives are not necessarily fiscal. These incentives may address social factors or may lead toward
performance-based SLA. Therefore, resource providers need cooperation based on incentives and a
carefully designed strategy. The resource allocation strategies are linked with incentives, especially in a
multi-cloud scenario where resource providers have their assets and want to maximize their incentives,
as shown in Fig. 3.

Figure 3: Parameters for resource allocation in multi-cloud

The development of this cooperation is challenging due to the heterogenetic nature of multi-cloud.
The incentives can be different with different goals for a service provider. A stable bandwidth and lower
latency can be a goal linked with incentives. Another factor under consideration is the relation between
optimization and efficiency of cooperation that leads to the attainment of service and performance
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goals by the resource provider and service provider. It is, therefore, proposed as part of the framework
to have a dynamic perspective following the use of this framework.

There are two explicit scenarios for the cooperation to allocate resources in a multi-cloud
environment. The first scenario is in the presence of a central entity, while the second scenario is the
decentralized multi-cloud configuration. The first scenario is simple regarding resource allocation as
all the participants are providing services and resources to the central entity to accomplish specific
tasks–the accomplishment of tasks is the primary concern of all the participants so they can move to
the next assignment. The central entity has performed the main coordination, and none of the resource
providers seek individual gains. Therefore, incentives become performance recognition, ranking, and
a competitive environment always exists in the centralized multi-cloud environment. In other words,
cooperation is simple and easy to establish in a centralized multi-cloud without having an in-depth
strategy to elaborate the conditions of cooperation and incentive levels, as shown in Fig. 3.

As no central organisation supervises and organizes the cooperation among all stakeholders,
resource allocation collaboration is very complicated in a decentralized multi-cloud setting. Therefore,
the key issue is whether it is possible to create a cooperative environment for resource suppliers. In
a decentralized multi-cloud environment, examining the potential scenarios and variables on which
resource providers would base their cooperative resource allocation decisions is crucial. Due to the
two different types of incentives and tactics used to categorize the processes, there are two subsets of
cooperation.

The multi-cloud platform is an environment that provides all the opportunities to test technology
and business theories. Cloud resource allocation with the first layer of cooperation is the primary
parameter for successful multi-cloud environments. Keeping the interest or incentive of the resource
provider intact means a longer and more stable service arrangement. Once the cooperation is attained
using incentives and strategy with all of the subsets, the next logical step is optimization. The pre-
requisite of optimization to be workable is the complete set of information related to resources
and the multi-cloud structure. The way to use optimization with or without full information is to
keep optimization as a centralized process (with comprehensive information related to all resource
providers, resources and cloud types, and configurations). In case of an insufficient information set,
optimization can be a localized process at each resource provider. However, it will only be effective at
the local level and will not deal with multi-cloud as a platform. We have divided the optimization into
the proposed model’s objective function, constraints, model, and evaluation criteria.

After developing the objective function and its parameters, the model for the optimization and
resource allocation of the multi-cloud platform is based on two main parameters, i.e., models linked
with constraints or a rule base and the other parameter is, and the game theory parameters, i.e., benefits
analysis for a win-win situation.

The capacity of the resources shall be between the total resources and total allocated resources,
e.g., compute, storage and bandwidth. All the resources shall work within the allocated budget in terms
of capacity, time, and availability. All resources allocated/available shall perform tasks following the
schedule; delayed tasks can be skipped and re-scheduled. In multi-cloud, the reliability factor is part
of the rule base; the failure instances in terms of accessibility, availability, replication, etc., directly
impact reliability. The rule base follows the legal and regulatory requirements of the geological location
where the cloud is being operated. This concept is suitable for all multi-cloud types in centralized and
decentralized configurations. Many models tried to formulate resource allocation mechanisms using
game theory. Mostly these models take price and QoS as key elements to develop respective modelling.
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For the proposed framework, the evaluation criteria to analyze the optimization techniques and
service allocation are based on the following points:

• The computation value of the model is an important segment to be considered.
• The process cost includes the total time required to perform specific tasks and the delays, the

average expected time, and the actual time-consuming.
• Financial gains are also an important parameter to depict the performance of any resource

allocation model. The costing factor is linked with computing, bandwidth and storage, and
multi-cloud configuration adjustments like centralized or decentralized.

• Network capacity in terms of throughput and bandwidth is a standard parameter for evaluating
the quality of service.

• Network capacity is linked with using that capacity in real-time by cloud services. The difference
is depicting the latency ratio and performance.

• Data availability in replication over a spread of geological locations to reduce the process-
ing cost.

• The workload balancing by managing the received requests and performing requests at various
data centers.

• SLA are focused on evaluating the performance and optimization parameters; the instances
to breach the SLA guidelines are the key parameters to be considered to define the quality of
service.

The purpose is to schedule the data sharing and movement in a disciplined manner using different
optimization tools, while the cloud service providers also provide few. Intercloud scheduling has
a positive impact on delay management and bulk data transfer. In this method, the link capacity
between two nodes is calculated with multiple protocols to increase the throughput and minimize the
transaction time; it also considers the compute power and storage speed as it affects the bulk transfer.
It is supported by an optimization algorithm to manage the transactions during the transfer and use
other protocols to get maximum throughput and QoS [22].

This method helps optimize data at rest, i.e., before transferring data, it is better to maximize the
data to ensure a swift and cost-effective transfer. The data is transformed into smaller chunks; the
information lossless method uses compression, keeping all the metadata information in the original
dataset. Another process that supports the optimization is called deduplication which ensures the
data transfer once, and resources shall not be used again for the same data transfer. Therefore,
the metadata contains the information related to all replications tagged as “transferred” to avoid
wastage of resources. The optimization is also linked with protocol optimization; CloudOpt is a
proven platform that provides multiple services for data compression, deduplication, optimization,
throughput adjustment, and protocol optimization [23].

4 Results and Discussion

The proposed framework has been evaluated using CloudSim simulator, a toolkit for cloud
computing simulation with various perspectives, as discussed in detail about the different parameters
for the QoS and optimization and other relevant aspects. In the simulation, we have formulated
the same in three main variables, i.e., a decentralized multi-cloud, a broker, and a load manager.
A decentralized cloud aims to simulate SDCs, virtual machines, and sharing within the SDCs. The
broker’s role is to submit load to virtual machines and request resource allocation to demand quality
of service. The load manager depicts the requests and accomplishments as per the end-user [24].



CMC, 2023, vol.75, no.2 4127

Multiple cloud service providers charge users for different services, so hiring cloud services for
experimentation is challenging. Therefore, the research, implementation, and development related to
the cloud are mainly performed using cloud simulators. For validation purposes, in this research,
Cloud Sim has been used to simulate large-scale cloud computing with a virtual server facility and
customized virtual machine creation. CloudSim [25] is also used to evaluate models with simulated
workloads and data centres. We have used the following setup for the simulation.

CloudSim does not have a graphical user interface (GUI); instead, it works with different
integrated development environments (IDE)s like Eclipse and NetBeans. This simulation uses Eclipse
with CloudSim. The configuration of the CloudSim is based on the cloudlets, hosts, virtual machines,
and randomization to simulate various configurations at different virtual machines, as shown in
Table 2. Google Cloud Services (GCP) is used as the host platform for the simulation, while Microsoft
Azure is used for comparative validation.

Table 2: Configuration set up

Tools Description

Apache Tomcat 9.0.48 Webserver for hosting DSpace
DSpace 5.10 Database Simulation host
JDK8 Development environment
PstgreSQL 9.6.22 Database Simulation
Dataset KDD2020

This simulation evaluates various configurations in multiple cloud setups to ensure the validity of
the parameters mentioned in the proposed framework, i.e., optimization, cooperation, and sharing. All
three parameters represent the quality of service. Virtual machines are randomized with five devices, as
shown in the configuration screenshot. The simulation is activated with minimal configuration instead
of abundant resources to understand the workload conditions and failures. The virtual machine has 1
GB of storage. Instead of using a physical dataset, DSpace is used to simulate the datasets ranging from
1000 to 10000 with concurrent query options to evaluate the capacity management of the proposed
framework.

As shown in Fig. 4, the virtual machine configuration explains the storage at 10000 with ram at
512 while the rate of millions of instructions per second (MIPS) is fixed at 250. Maximum status and
the number of virtual machines at five on both minimum and maximum levels; randomization uses
these five machines to generate multiple episodic transactions for computing, network, and storage.
At the same time, the cloudlets are configured to provide multiple simulated data centres for the
virtual machines to simulate multiple resources and multiple instances of storage, as shown in Fig. 5. A
maximum of 05 cloudlets are being used, which means each virtual machine will simulate 05 different
cloudlets. Overall, 25 instances are simulated to evaluate the proposed framework using compute,
storage, and network, as shown in Fig. 5.
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Figure 4: Virtual machine configuration

Figure 5: Cloudlets configuration

The allocation of resources with a versatile availability of cloud service providers plays a significant
role, as mentioned in the problem statement and proposed framework in multi-cloud. Therefore, the
configuration of virtual machines is defined with an average capacity but with processing challenge in
terms of MIPS at 250 with minimum and maximum 05 virtual machines in one instance as shown in
Fig. 6. The compute, network and storage are allocated in this unit. Further configuration of CloudSim
will show the complex scenario for validating the proposed framework. The first experiment is based
on the general resources, i.e., compute, storage, and network on SDC and workload in a certain
peak hour, as shown in Fig. 7. Notably, the whole simulation is performed in a decentralized multi-
cloud environment. The initial validation cycle is simulated without the proposed framework and the
parameters we have identified in the framework. The result shows a decline in the resource capacity
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with the increasing load and time interval. The SDC and relevant resources were unable to optimize
the resource to enhance the quality of service. Simulation Configuration, as shown in Fig. 8, shows
the actual run with repeated simulation run is 30 with initial seed is 42.

Figure 6: Randomization configuration

Figure 7: Host configuration
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Figure 8: Simulation configuration

The continuity of the simulation provides another spike in the QoS that reaches a maximum value
and starts declining again, as shown in Fig. 9. Therefore, the decentralized multi-cloud with standard
configuration fluctuates on quality of service and resource capacity. As the capacity starts exhausting,
the quality of service starts declining, and there is no impact visible of any built-in optimization
protocol. The simulator uses the parameters and values to establish a decentralized multi-cloud based
on various proven scenarios.

Figure 9: Resource allocation without optimization
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The second simulation cycle focuses on the same experiment but incorporates the proposed
framework and the respective parameters discussed in the methodology section. The simulation again
provides the same three modules, i.e., decentralized multi-cloud, broker, and load manager, with the
same parameters and SDCs setup as shown in Fig. 10. The same load is simulated with the identical
timeframe. The results are as in the graph. A sharp increase is visible on all counts, i.e., compute, storage
and network. The proposed framework uses the scenario to enhance service quality by optimizing
allocated resources in the given timeframe. The cooperation, optimization, and data availability values
are taken as variables to fluctuate between 1 to 10. The simulation results are very significant to support
the objective and research questions of this framework, i.e., as the cooperation increases, the quality
of service is also increasing; similarly, the mediating factors of cloud optimization instead of local
optimization are performed, which is also showing a positive impact. Finally, the data is available with
strategic replication to minimize resource wastage and latency, as shown in Fig. 11.

Figure 10: Resource allocation with optimization using the proposed framework

Figure 11: Cooperation impact analysis

The role of SDC and the loss of request is also observed. The results show that the loss of requests
decreases after optimization while using the same without the proposed framework also reduces the
loss of requests. Still, the impact increases by 67% with incorporating the proposed framework. It is
also important to note that the simulation is set up with peak hours and a heavy workload. Therefore,
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it is safe to say that the proposed framework and the parameters identified in this framework are valid
and workable in achieving the research objectives and solving the problem statement.

The impact of optimization on cooperation is also analyzed with parameters consisting of non-
cooperative, financial collaboration, performance cooperation, and fully cooperated. As it is essential
to evaluate whether the impact of optimization seen in the previous experiment on resource allocation
impacts increasing cooperation, the non-cooperation is a variable here due to the lack of strategy,
awareness, and communication that isolates the resource providers.

The results are shown in Fig. 12. The non-cooperation increased over time, but as soon as the
maturity level was achieved, it started decreasing. The exciting result is that cooperation due to
financial incentives spikes while the other parameters, i.e., performance-based cooperation and full
cooperation, are almost identical. This also endorsed the previous section’s research that financial
incentives are the most common reason to engage resource providers for cooperation.

Figure 12: Cooperation impact analysis with optimization

It is important to analyze that an optimized decentralized multi-cloud is a more suitable and
enhanced platform for resource providers in terms of financial gains, sharing, and performance
improvement [26]. The same experiment is simulated again with the inclusion of identified parameters
and a proposed framework to analyze the impact of optimization on the cooperation of resource
providers. After the inclusion of the proposed framework and specified parameters, the results show a
significant improvement on all counts, i.e., the non-cooperation is reducing. At the same time, the
cooperation based on financial incentives is now more realistic, and performance-based or full is
spiking high over the stipulated timeframe [27].

Further simulation is performed on query optimization with and without using the proposed
framework. In query optimization, three elements are taken as core parameters, i.e., rejection of the
queries based on incomplete, inconsistent, and redundant results. Processed are the queries which are
successful in execution and provisioning of results, and finally, the same conditions are applied in
simulation after optimization proposed in the framework. Results shown in Fig. 13 show the rejection
significantly decreases with the increase in optimization and finally reaches a minimal value. Another
critical point is the initial good performance of processed without optimization. Still, it is also visible
that the process without optimization is performing well until reaching the record range of 1500. While
the optimized range is low when datasets have fewer numbers, optimization improves with the increase
in the data volume.
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Figure 13: Query optimization-1

Results are promising in compute utilization with and without using the proposed framework.
As the framework targets the cloud platform, it is desirable to validate the framework for the
compute evaluation. In the simulation, the same parameters and range have been used. The compute-1
represents the simulation without query optimization, as shown in Fig. 14. As it is visible, compute
starts increasing with the increment in the data range. Up to 600 cycles, the computed increase is slow,
but after crossing the 600 range, there is a sharp increase in the compute, flattened out at the range of
1600.

Figure 14: Query optimization-2

On the other hand, the higher value at the start of compute-2 represents the simulation after
optimization. With the increment, the results show a stable decline in the compute requirement. The
results flatten out and get stable at the range of 400.

The network is next critical element to be examined in continuing this simulation process. As it is
visible in the attached graph that Network-1 (without optimization) is increasing gradually up to 600.
On the other hand, Network-2 (optimized) has fluctuations initially, but it contrasts with the without
optimized values. The results are getting stabilized slowly and ultimately reaching a stable compute,
as shown in Fig. 15.
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Figure 15: Query Optimization-3

The summary graph explains the complete simulation, i.e., there are three groups initially, i.e.,
Rejection, Processing, and Optimized. The second group contains compute-1 and compute-2, while
the third group is about the networks in Fig. 16. The red lines show the optimization results, while the
grey lines show the non-optimized readings. Compute and network both show signification results,
i.e., minimizing the compute and network after optimization. The optimization is taking a short hike
as the volume increases.

Figure 16: Resource allocation & performance

The proposed framework is used in simulation to identify the capacity and functionality of the
same. Notably, the simulator used in this framework now requires real datasets. Instead, it develops
the storage environment in space and uses the database to replicate virtually and provide accurate
results without using any fixed datasets. The simulator configuration provides a clear picture of the
setup with virtualization and capacity evaluation. The simulation outcome is significant and shows
the stability and sustainability ranges for the proposed framework.

5 Conclusion

Scheduling and resource distribution are the main determinants of service quality in cloud com-
puting. Since allocating resources inside a single cloud environment is complicated, cloud computing
calls for an effective resource allocation module. At the same time, resource allocation in a multi-cloud
scenario further increases the complexity of the allocation processes. Until now, task requirements



CMC, 2023, vol.75, no.2 4135

were used to determine how to assign resources from the multi-cloud environment. The optimization
process for resource allocation is based on optimal resource capacity utilization. However, the main
parameters have been used without the subsets, i.e., compute, network, and storage for the simulation.
The outcome of the simulation exposes the role of various variable and factors that plays a significant
role in the quality of service. The cooperation amongst resource providers to create a functioning model
that serves as the source of optimal quality of service is based on the very nature of decentralised multi-
cloud, which is the second component of the optimization process. This simulation’s outcome has also
provided significant results on cooperation parameters and its impact on the quality of service. The
experimental findings demonstrate that our algorithm can balance the consumption of all types of
resources while swiftly and optimally allocating resources for unexpected demands.
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