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Abstract: A person’s privacy has become a growing concern, given the nature
of an expansive reliance on real-time video activities with video capture,
stream, and storage. This paper presents an innovative system design based
on a privacy-preserving model. The proposed system design is implemented
by employing an enhanced capability that overcomes today’s single parameter-
based access control protection mechanism for digital privacy preservation.
The enhanced capability combines multiple access control parameters: facial
expression, resource, environment, location, and time. The proposed system
design demonstrated that a person’s facial expressions combined with a set
of access control rules can achieve a person’s privacy-preserving preferences.
The findings resulted in different facial expressions successfully triggering a
person’s face to be blurred and a person’s privacy when using a real-time
video conferencing service captured from a webcam or virtual webcam. A
comparison analysis of capabilities between existing designs and the proposed
system design shows enhancement of the capabilities of the proposed system.
A series of experiments exercising the enhanced, real-time multi-parameter-
based system was shown as a viable path forward for preserving a person’s
privacy while using a webcam or virtual webcam to capture, stream, and store
videos.

Keywords: Attribute-based access control; authentication; authorization;
biometrics; facial recognition; identity; privacy; machine learning; deep
learning

1 Introduction

The capability to capture individuals on video has recently increased substantially as technology
continues to evolve at a record pace [1]. The ubiquitous nature of video capture directly challenges
existing protections for a person’s privacy [2]. A person’s privacy is jeopardized when a person has
not consented to video capture either individually (video conference call) or among a group of people
(e.g., conference room, classroom setting). Likewise, a person’s behavior is not only facial expressions
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but also making hand gestures (e.g., pointing, finger counting) and performing an activity (e.g., sit,
stand, walk) that can be captured with video [3,4]. The collection and use of a person’s data (e.g.,
video capture) raises concern about the consequences of tracking and monitoring a person’s behavior
and context [5]. Preserving a person’s privacy can be achieved using a policy maintained within an
authorization process to either allow viewing or block viewing of a person’s face when captured on
a video device. An emerging threat to preserving a person’s privacy is using face swapping artificial
intelligence (AI) based algorithms (e.g., deepfake) within a video, which can be difficult to detect [6].

Another privacy concern is when a person is remotely video captured, where respiratory rate or
heart rate monitoring can be detected. This physiological information (not to mention cognitive or
emotional state information) can be used to determine whether a person is physically healthy or at a
high risk of contracting a disease [7]. The unauthorized use of a person’s physiological information by
an insurance provider, captured in this manner, may put a person’s insurance coverage. Furthermore,
privacy risk exists for processing operations classifying individuals based on soft traits like facial
expressions may also impact personal freedoms and human rights [8]. A system can be designed to
protect a person’s digital presence by preserving the person’s privacy. In addition, there is much recent
interest in applying AI methods in privacy preservation [9–12]. However, there are many challenges in
preserving a person’s privacy against potential unauthorized access, abusive use, and a lack of privacy
consent protections in live streaming and live events.

This paper proposes and implements a novel framework for protecting a person’s digital presence.
The novelty represents an enhanced capability that enables fine-tuning access control that combines
parameters. The parameters include facial expression, resource, environment, location, and time. This
enhanced capability overcomes today’s single parameter or binary (e.g., blur or not blur) access control
capability when protecting a person’s privacy. The system design is based on an implementation of
a privacy preserving model. The model consists of both identity authentication and attribute-based
authorization. The model capabilities support the following: 1) using artificial intelligence-based video
processing techniques (e.g., facial identity and facial expression recognition), 2) transformation of
privacy parameters from privacy consent preferences into access control policies, 3) enabling fine-
grained access control policies, and 4) limiting unrestricted access of specific video contents (e.g., a
person’s face) during video capture, stream, and storage [13]. The person’s facial expressions (e.g.,
happy, sad, neutral, angry, disgusted, and surprised) are biometric markers that can be used as part of
an access control mechanism such as attribute-based access control (ABAC). ABAC policy parameters
configured from a person’s privacy consent preferences result in a person’s face being blurred or not
blurred. For example, a person’s face can be blurred during a real-time videoconferencing session using
video captured from a webcam or virtual webcam. Likewise, other ABAC policy parameters can be
based on environmental bounding (e.g., classroom setting), location bounding (e.g., Washington state),
and temporal bounding (e.g., between 8 am to 5 pm). Any one or all the policy parameters can be
configured to provide a person with privacy-preserving protection.

The rest of this paper is organized as follows: Section 2 presents related work on the subject.
Section 3 defines the privacy-preserving model. Section 4 presents an implementation of the frame-
work. Section 5 discusses results, experimentation, limitations, and open issues. Finally, Section 6
concludes the paper.

2 Related Work

A review of related work addresses two aspects of this study. First, a review of comparable
related work identifies initial system designs and models with missing capabilities that this study
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has addressed. Second, a review of relevant related work identifies specific components necessary for
constructing the proposed privacy-preserving model as part of the system design.

The contribution of this paper addresses the missing capabilities of initial system designs and
models with a new system design and model that adds a capability that overcomes today’s single
parameter-based access control protection mechanism for digital privacy preservation. The enhanced
capability combines multiple access control parameters, including facial expression, resource, envi-
ronment, location, and time. A review of comparable related work identifies initial system designs and
models with missing capabilities. It demonstrates the completeness of the proposed privacy-preserving
model as part of the system design (see Table 1). The related works are relevant and comparable to this
study. A not applicable (N/A) within a comparable related work represents a missing capability and
highlights the need for this study.

A review of related work supports the proposed privacy-preserving model as part of the system
design. A particular related work supports a component of the privacy-preserving model. The related
work includes digital privacy rights, privacy consent, digital presence, biometric markers, facial
recognition, and attribute-based access control. In addition, greater detail for each of the related works
is presented within each of the subsections.

Table 1: Comparable related work

Reference Privacy attribute Access
control
mechanism

Machine
learning/deep
learning with
performance
metrics

Model type System
design/proposed
solution

[14] Stored data
privacy
protection

Attribute-
based access
control
(ABAC)

Not applicable
(N/A)

Privacy-
preserving

Revocable
ciphertext
policy
attribute-based
encryption scheme

[15] User privacy
protection

ABAC N/A Privacy-
preserving

Access control,
encryption
and digital
signatures.

[16] Automatic
personal privacy
filtering during
unconstrained
streaming
activities, facial
recognition

N/A Convolutional
neural network
(CNN) (accuracy
89%)

Privacy-
preserving

Fast and accurate
pixelation of
irrelevant people’s
faces

[17] Digital presence,
digital
authentication,
facial recognition

N/A K-nearest
neighbor (KNN)
(accuracy: 96%)

Authentication of
a person’s
identity

Efficient mechanism
to carry out the
recognition of facial
features to satisfy
the
authentication of a
system

(Continued)
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Table 1: Continued
Reference Privacy attribute Access

control
mechanism

Machine
learning/deep
learning with
performance
metrics

Model type System
design/proposed
solution

This study Digital privacy
rights, privacy
consent, digital
presence,
biometric
markers, and
facial recognition

ABAC KNN (accuracy:
89%)
& CNN
(accuracy: 63%)

Privacy-
preserving

Enhanced access
control capability
with multiple
parameters facial
expression,
resource,
environment,
location, and time

2.1 Digital Privacy Rights

A relationship exists between confidentiality and privacy. Confidentiality protects against a third
party’s unauthorized use of a person’s information. In contrast, privacy protects a person’s right to
control his or her information collected, maintained, and shared with others by a third-party [18].
A digital privacy right represents the level of privacy protection a person exercises while connected
to the Internet. A person’s digital privacy right may be exercised when the person is unwilling for a
third party to collect, maintain and share a person’s information. For example, a third party may tend
to abuse a person’s right by sharing a person’s current location and other related identification and
tracking information considered confidential and private to a person.

2.2 Privacy Consent

Privacy becomes relevant when a person does not want his or her data shared with others.
Similarly, data privacy defines who has access to a person’s data. Data protection consists of a
collection of tools and policies to limit access to a person’s data [19]. Privacy consent represents an
agreement to limit access to a person’s data. The agreement can be represented by attributes (or privacy
preferences) established to protect a person’s privacy associated with his or her identity. The person’s
privacy consent translates into a set of privacy preferences and protected data.

2.3 Digital Presence

A digital presence refers to a person’s digital footprint representing a trail that a person leaves
behind when accessing and using the Internet. Much of the Internet traffic is now video and along
with growing online video demand. The difficulty in verifying video data capture, stream, and
storage protections highlight the emerging privacy concern with protecting a person’s right to privacy
associated with his or her digital presence [20].

2.4 Biometric Markers

A biometric marker identifies a particular person’s feature (or attribute) that is unique to that
person, such as a fingerprint, iris scan, deoxyribonucleic Acid (DNA), facial characteristic, or voice.
A person’s face can be recognized among many other faces and used to identify a specific person [21].
A facial expression can be considered a facial characteristic and considered a biometric marker. Once
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a person’s identity has been established, a set of access controls can be used to trigger actions based
on a person’s facial expression. For example, recorded video data maintained and stored by video
conference service providers (or a third party) may not be adequately secured and get tampered with
by malicious people (e.g., deepfakes). A person’s privacy right can be abused when a third party gets
access to a recorded video of the person that otherwise was not supposed to have access [22].

2.5 Facial Recognition

A person’s face represents a biometric marker that can establish a person’s identity. For example,
a United States driver’s license and a United States passport both have an image of the person’s face
embedded in the documents. Specifically, the association of a person’s image (or likeness), person’s
name, and other specific information establish the person’s identity. Facial recognition can be used
for a person’s identity [23]. Therefore, the person’s digital presence may increase the likelihood of
becoming susceptible to identity fraud and theft. For example, deepfakes are frequently in the headline
news, given the rapid technological evolution used to develop realistic deepfakes. A deepfake allows
a malicious person to manipulate another person’s facial expressions (e.g., happy, sad, angry, fearful,
neutral, disgusted, and surprised) when captured on video and replay the deepfake video to commit
identity fraud and theft [24]. Other works discussed relational extractions combined with facial
recognition [25,26]. Other real time face recognition systems [27] and other types of objects [28,29].

2.6 Attribute Based Access Control

The three common types of access control include access control lists (ACL), role-based access
control (RBAC), and ABAC. The advantage of using ABAC over other access controls approaches is
flexibility and fine-grained control and is best represented in a comparable study that aligns with this
study’s use of an attribute-based access control model for privacy preservation. The National Institute
of Standards and Technology (NIST) provides a guide (e.g., SP 800-162) that outlines a framework for
an ABAC. An ABAC is typically chosen since the attributes found within the ABAC provide flexibility
beyond other access control schemes by providing granular control of access parameters. For example,
various attributes can be defined within the ABAC, where the granular control of access parameters
includes facial expression, resource, environment, location, and time.

3 Privacy Preservation Model

The novel privacy-preserving model is divided into two primary model components—identity
authentication and attribute-based authorization. The identity authentication model consists of
three parts: authenticator, identity proving and face database. The attribute-based authorization
consists of four parts, including policy enforcement point (PEP), policy decision point (PDP), policy
administration point (PAP), and policy information point (PIP). The related work (found in the
previous section) represents the privacy attribute and relates to identity authentication, attribute-based
authorization, or both model components (see Table 2).

The identity proofing is an identity authentication component that establishes a person’s identity
and relates to the digital presence where the person’s identity must be protected when accessing and
using the Internet. The parameter settings are associated with capturing 30 facial grayscale images of a
person used for training a face recognizer. The face database is an identity authentication component
containing a set of face images used to establish the person’s identity and relates to biometric markers
representing features (or attributes) that are unique to a person found within the set of face images
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to establish a person’s identity. The parameter settings are associated with labelling and storing each
image within a directory for training a face recognizer.

Table 2: Privacy-preserving model components

Privacy attribute Model component

Identity authentication Attribute-based authorization

Digital privacy rights Not applicable (N/A) Policy information point
Privacy consent N/A Policy information point
Digital presence Identity proofing Policy administration point
Biometric markers Face database Policy decision point
Facial recognition Authenticator Policy decision point
Attribute-based access control N/A Policy enforcement point

The authenticator is an identity authentication component that authenticates a person’s identity
and relates to facial recognition when matching a person’s face to an established identity. The
parameter settings are associated with recognizing a person using a prediction algorithm based on
a trained set of facial images. The PIP is an attribute-based authorization component serving the PDP
by retrieving digital privacy attributes and relates to both digital privacy rights protecting a person’s
right to control aspects of privacy and privacy consent establishing a set of privacy preferences and
protections. The parameter settings are associated with a consent agreement with privacy preferences
established for a person.

The PAP is an attribute-based authorization component that enables managing privacy prefer-
ences and relates to the digital presence where a person’s privacy preferences and protections can be
managed when accessing and using the Internet. The parameter settings are associated with managing
consent agreements with configured privacy preferences for a person. The PDP is an attribute-
based authorization component that transforms privacy preferences and protections into attribute-
based access authorization responses and relates to both biometric markers representing features (or
attributes) that are unique to a person captured on video, stream or storage and facial recognition
when matching a person’s face to determine an attribute-based authorization. The parameter settings
are associated with translating the consent agreement configured privacy preferences for a person into
a set of attributed-based access control settings. When a person’s face has been recognized, a person’s
privacy protection ensues depending on the combination of the attributed-based access control settings
invoked (e.g., facial expression, resource, environment, location, and time).

The PEP is an attribute-based authorization component that enforces the person’s privacy
preferences and protections and relates to the enforcement of one or more parameters within the
attribute-based access control mechanism. The parameter settings are associated with the enforcement
of a person’s privacy protection.

3.1 Model Components

The privacy-preserving model has been implemented as a system that protects a person’s privacy.
The model combines identity authentication and attribute-based authorization using facial recog-
nition algorithms for identity and detection of facial biometric markers and attribute-based access
control for access management as illustrated in Fig. 1.
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Figure 1: Privacy-preserving model

3.2 Identity Authentication

The identity authentication refers to the process of recognizing a person’s identity and consists of
two parts, including verification and enrollment, as shown in Fig. 2. The authenticator and identity
proofing are part of the verification that consists of the authenticator, identity proofing and face
database. The authentication provides the enforcement of correctly identifying a person.

Figure 2: Structure of an authentication request

The identity proofing provides matching the identity based on facial recognition of the person’s
face that is found within the face database. The face database is part of enrollment. The face database is
a set of facial images collect during enrollment of the person’s face. The enrollment takes place before
verification to establish the person’s identity.

3.3 Attribute-Based Authentication

The ABAC refers to the process of giving a person the ability to access a resource. The attribute-
based authentication consists of four parts, including PEP, PDP, PAP, and PIP. The PEP enforces
the access decision based on a collection of attributes required for making the decision. The PDP
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computes the access decision. The PAP stores the policies in a repository. The PIP retrieves the
attributes necessary for policy evaluation.

The ABAC extends the access control model beyond the traditional models (e.g., ACL, RBAC)
using lists or roles but with access rights based on user, environment, and resources [30,31]. The access
control is determined to allow a person’s face to be viewable or not. A request is sent to the ABAC
once the identity authentication has been completed, as shown in Fig. 3. The review of the policy
determines an outcome and generates a response. Facial recognition is based on feature extraction
using the Convolution Neural Network (CNN) algorithm [32].

Figure 3: Structure of an authorization request

The ABAC policy configuration maintains the privacy preferences established by the person’s
consent settings. The informed consent settings establish the facial expression that permits viewing
person’s face. Once successfully authorized, a person’s face is either viewable or not viewable within
the real time video stream or saved video capture.

4 System Implementation

The implementation of the protecting privacy-preserving model consists of three parts including
development environment, dataset selection, system design, and system results.

4.1 Development Environment

The development environment includes Python 3, Open-source computer vision library
(OpenCV), Keras, TensorFlow 2.0., Casbin, and Open Broadcaster Software (OMS), as shown in
Fig. 4. OpenCV is a library that provides a combination of computer vision and machine learning
functions. Keras is built in Python and provides a neural network library. TensorFlow 2.0 is a
library that provides scalable machine learning and deep learning functions. The facial identity and
recognition are performed in real-time with the OpenCV library: TensorFlow and Keras [33,34].
Casbin is a library that provides open-source access control functions for ABAC. OMS is open-
source video recording and live streaming software. The OMS provides a virtual webcam that
permits the privacy-preserving model within the system to be connected between webcam and video
teleconferencing service (e.g., Zoom, Microsoft Teams, Google Meet).
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Figure 4: Contextual overview of system and development environment

4.2 Dataset Selection

Two datasets were used within the system. A relatively small dataset was generated for the system
within the authentication process, and a significantly larger dataset within the authorization process.
The K-Nearest Neighbor (k-NN) model generates a database of captured images that form the
dataset. The CNN model uses the facial emotion recognition 2013 (FER-2013) dataset published at
the International Conference on Machine Learning and consists of over 35,000 grayscales, 48 × 48-
sized face images with seven facial expressions, including angry, disgusted, fearful, happy, neutral, sad,
and surprised.

4.3 System Design

Facial identity is maintained using a face recognition process that starts with building a library of
face images acquired from still images and videos. In order to process an image for recognition, several
parameters are collected from that image’s features and compared with the existing library. A similarity
value is obtained based on the proposed model, which is then used to identify the identity based on the
calculated value for the face [35]. Fig. 5 shows a demonstration of the image library capturing process.

Facial identity recognition uses a k-NN classification algorithm. The k-NN algorithm is used for
classification [36]. To avoid any biasing, each class is represented by an equal number of instances,
and a 10-fold cross validation tactic is employed to avoid the limitation of the dataset size [37]. The
additional algorithm used besides the k-NN algorithm is the Haar Cascade algorithm [38]. The Haar
Cascade classifier functions as a detection algorithm to identify faces, based on edge or line detection
features, from a source image in a video. Therefore, minimizing the error rate is critical when selecting
the feature for classification (e.g., Haar Cascade classifier). A histogram captures a range of confidence
between 87 and 89 percent when detecting the identity, as shown in Fig. 6.
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Figure 5: Facial image library captured for identity authentication

Figure 6: Confidence levels when detecting a person’s identity

The facial expression recognition used a 4-layer Convolutional Neural Network (CNN) model to
perform image classification [39]. Epochs play a vital role in deciding the accuracy of the models used
in the system. The procedure starts with using the Haar cascade method to extract the face in each
frame obtained from the live stream. Next, the extracted image is resized into a fixed width square
of 48 pixels. This image is used as input to the CNN model, producing a list of SoftMax scores for
all the classes of facial expression. Finally, the facial expression with the maximum score is displayed
on the screen. The facial expression recognition uses a simple four-layers CNN with a test accuracy
of approximately 63% in 50 epochs. When constructing the H5 model, the CNN model accuracy vs.
epochs and loss vs. epoch plots can be generated by OpenCV for facial expression recognition. The
selection of epochs number selected was 50. The training to a testing ratio of the CNN model was
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80/20. When a person’s face has been recognized, a person’s privacy protection ensues depending
on the combination of the attributed-based access control settings invoked (e.g., facial expression,
resource, environment, location, and time). The portion of attribute-based access control pertains
to facial expression and the 4-layer CNN model used for facial expression recognition with a set of
parameter settings (see Table 3).

Table 3: Convolutional neural network parameters

No. Parameter Value

1 Number of persons 35,887
2 Training dataset size 28,709
3 Testing dataset size 7178
4 Number of facial expressions 7
5 Number of layers 4
6 Batch size 64
7 Epochs 50
8 Learning rate 0.0001
9 Decay rate 1e–6
10 Momentum 0.9
11 Frame rate 25 frames/sec
12 Frame size 48 × 48

A model-optimization technique that contributes to the model performance and accuracy is using
a 4-layer CNN optimization method. The model accuracy determines the level of facial expression
detection, as shown in Fig. 7. In this case, the training accuracy depicts an overfit model where training
accuracy increases, and validation accuracy slightly increases and then levels off. The overfit of the
accuracy model is acceptable, given the amount of data collected. However, the accuracy can be
improved by increasing regularization, increasing the number of parameters, or collecting more data.
Accuracy is a metric applied to classification tasks. Accuracy describes what percentage of the test
data have been correctly classified. The performance of the method is obtained through the correct
predictions from the total number of cases in the training set, which can be inversely correlated with
the loss.

The model loss determines the amount of loss with the detection, as shown in Fig. 7. In this case,
the training loss depicts an overfit model where training loss decreases and validation loss increases.
The overfit of the loss model is acceptable since the model is trained to fit the train data as well as
possible. The loss depends on how the model predicts classes for the classification. The optimization
process tries to minimize loss with the training data (e.g., Adam optimizer). The lower the loss, the
better the loss value over the training data after each epoch.
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Figure 7: Convolution neural network model accuracy for facial expression recognition and recogni-
tion

NIST provides a framework for establishing an ABAC system [40], as shown in Fig. 8. ABAC will
decide the access level through a predefined policy that matches the calculated value of the attributes
and the environmental conditions with the rules defined in the access control rules. Attributes include
characteristics of the subject, object, and environmental conditions. A simplified equation for ABAC
can be expressed as:

Access Control Policy = Subject Attributes + Object Attributes +
Environment Attributes

Access Control Policy = {Action (Block, No Block)}
Example: Action is “Block”, resulting in blur face or

Action is “No Block” resulting in not blur face

Subject Attributes:

Subject = {Subject, Subject Rule1 (Facial Expression)}
Example: Subject is “Happy”

Subject Rule1 is “Facial”

Subject2 = {Subject2, Subject Rule2 (Time)}
Example: Subject2 is “Time”

Subject Rule is “Between 8:00 AM and 5:00 PM”

Object Attributes:

Object = {Object}
Example: Object is “Zoom”

Environment Attributes:

Environment = {Environment} + {Location}
Example: Environment is “Classroom” and Location is “WA”
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Figure 8: Attribute-based access control representation [40]

The system design for the ABAC is based on the NIST framework. The simplified aspects
of the NIST defined version of ABAC include model, policy, requests, and enforcement [41]. The
ABAC model, policy, requests, and enforcement are based on an authorization library that supports
access control models from Casbin. In addition, the ABAC model includes request definition, policy
definition, policy effect and matches (see Table 4).

Table 4: Attribute-based access control model notation

[request_definition] r = sub, sub2, obj, act, env, loc
[policy_definition] p = sub_rule, sub_rule2, obj, act, env, loc
[policy_effect] e = some (where (p.eft == allow))
[matchers] m = eval(p.sub_rule) && eval(p.sub_rule2) && r.obj == p.obj && r.act ==

p.act && r.env == p.env && r.loc == p.loc

The ABAC policy comprises a configuration file for facial attribute rules with parameters
including subject rule, subject, object, action, environment, and location (see Table 5). The p.sub_rule
is a user-defined type consisting of necessary attributes found in the policy. For example, a block blurs
the recognized face with a Gaussian blur and OpenCV.

The ABAC policy consists of a configuration file for time-bounded attribute rules with parameters
including subject rule, subject, object, action, environment, and location (see Table 6). The ABAC
request format for the facial attribute rules passing parameters includes subject, object, action,
environment, and location. The ABAC provides fine-grained access control by passing parameters
ensuring data confidentiality of a person’s face and addressing the privacy challenges related to data
privacy and access control. The ABAC facial request is evaluated based on the facial policy rule
configuration and model with an enforcement response of either true or false. A response of true
results in a facial policy rule match. A response of false results in an unmatched facial policy rule
within the policy configuration file.
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Table 5: Attribute-based access control policy notation

p.sub_rule p.sub r.obj p.act p.env p.loc

p, r.sub.facial “happy” zoom no_block class_room WA
p, r.sub.facial “angry” zoom block class_room WA
p, r.sub.facial “sad” zoom block class_room WA
p, r.sub.facial “neutral” zoom no_block class_room WA

Table 6: Attribute-based access control time bounded policy notation

ABAC
notation

sub_rule sub obj act env loc

Time
boundary
policy

p, r.sub2.tim >
“0800” &&
r.sub2.tim <

“1700”

8:00 am to
5:00 pm

zoom no_block class_room WA

Facial
request

‘facial’: ‘happy’ ‘facial’:
‘happy’

zoom no_block class_room WA

Time bound
request

‘tim’: ‘1200’ ‘tim’: ‘1200’ zoom no_block class_room WA

Likewise, a policy parameter can consist of a time-bounded attribute within the ABAC system [42].
The ABAC request format for the time-bounded attribute rules passing parameters includes subject,
object, action, environment, and location. The ABAC time-bounded request is evaluated based on
the time-bounded policy rule configuration and model with an enforcement response of either true or
false. A response of true results in a time-bounded policy rule match. The response of false results in
a time-bounded policy rule unmatched within the policy configuration file. The ABAC enforcement
of the policy rules is performed by evaluating the request. The overhead to execute an enforcement
command is 0.007510 milliseconds and represents a time complexity of O(1). The following query
represents the enforcement:

e.enforce (sub, sub2, obj, act, env, loc).

Likewise, the ABAC evaluation parameters of the policy rules are represented by

sub = ‘facial’: ‘happy’, sub2 = ‘tim’: ‘1200’, obj = “zoom”, act = “no_block”, env = “class_room”,
and loc = “WA”

5 Results, Experimentation, Limitations, and Future Work

A person’s privacy is jeopardized when a person has not consented to be captured on video either
individually (e.g., video conference call) or among a group of people (e.g., video surveillance). The
results produced by implementing the model into a working system demonstrate that a person’s face
may be blurred to remain anonymous depending on the person’s choice to preserve privacy. The
resultant solution represents a privacy preservation model as part of an enhanced, real-time multi-
parameter-based system. As previously discussed, this enhanced capability is necessary to overcome
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today’s single parameter-based access control protection mechanism for digital privacy preservation
where the multi-parameters include facial expression, resource, environment, location, and time (see
Table 7).

Table 7: Privacy-preserving method comparison

Reference Privacy attribute Access control
mechanism

Method used

[42] Stored data privacy protection Encryption algorithm,
watermarking,
Blockchain for
fine-grain access control

Single parameter-based access
control protection mechanism

[43] User privacy protection Clark-wilson (CW)
security model

Single parameter-based access
control protection mechanism

[44] Automatic personal privacy
Filtering, unconstrained
streaming, facial recognition

Discretionary access to
data based on needs and
approvals

Single parameter-based access
control protection mechanism

[45] Digital presence, digital
authentication, facial
recognition

Face liveness detection
with behavior
challenge-response

Single parameter-based access
control protection mechanism

This study Digital privacy rights, privacy
consent, digital presence,
biometric markers, and facial
recognition

ABAC Enhanced capability with
multi-parameters includes
facial expression, resource,
environment, location, and
time

The resultant solution can be divided into distinct phases during operation: 1) identify a person.
2) capture a person’s facial expressions. 3) enforce a set of privacy-preserving preferences. Finally,
perform attribute-based access control that will either blur or not blur a person’s face when captured
in real-time from a webcam, as shown in Fig. 9. The experimentation demonstrates a combination
of exercised access control parameters, including facial expression, resource, environment, location,
and time. The attempts made, successes and failures were collected (see Table 8). The attempts made
resulted in a range between 101 and 112 attempts. A successful outcome resulted in a range between
94% and 97%. An unsuccessful outcome resulted in a range between 3% and 6%.

The proposed model is efficient and can work in real time to provide the required privacy
preservation while doing live conferencing or live streaming. In addition, privacy preservation can be
set or customized by the user depending on the scenario, i.e., it can be more restricted or more relaxed
based on the situation. The limitations of the approach include interoperability, testing with several
faces, and testing in different weather and lighting conditions. In future work, we intend to provide a
complete application programming interface (API) based implementation that can be integrated with
other social media platforms or mobile apps. In addition, we intend to test under several lightning
scenarios and various faces.
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Figure 9: Privacy-preserving preferences in action

Table 8: Experimentation

Facial
expression

Resource
(e.g., video
conferencing
service)

Environment Location
(e.g., within
Washington
state)

Time
boundary

Privacy
protection
attempts made
(identified)

Privacy
protection
success
(blurred )

Privacy
protection
unsuccess-
ful
(unblurred)

Multiple
expressions

Zoom Home Sammamish 9:00 AM–9:30
AM

115 95% 5%

Multiple
expressions

Microsoft
teams

Office Bellevue 10:00
AM–10:30
AM

101 97% 3%

Multiple
expressions

GoToMeeting Mobile Redmond 1:00 PM–1:30
PM

103 96% 4%

Multiple
expressions

Skype Mobile Issaquah 2:00 PM–2:30
PM

112 94% 6%
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6 Conclusions

This paper described an innovative system design with the implementation of a novel privacy-
preserving model. The system combines facial identity recognition, facial expression recognition, and
attribute-based access control. The facial identity is based on a Haar-cascade classifier based on the
K-Nearest Neighbor matching algorithm. Facial recognition is based on feature extraction using
the Convolution Neural Network algorithm. Both facial recognition for facial identity recognition
and facial expression recognition is performed in real-time. Attribute-based access provides granular
control of access parameters, including facial expression, resource, environment, location, and time.

The results from the system design demonstrated that a person’s facial expressions combined
with a set of access control rules could achieve a person’s privacy-preserving preferences. The facial
expression triggered a person’s face to be blurred to remain anonymous when using a real-time video
conferencing service captured from a webcam or virtual webcam. Any future work might include
a further investigation into extending the biometric markers within the privacy-preserving model
implementation. Some additional biometric markers to consider are the following: recognizing a
person’s gesture, person’s bodily movement, and person’s age. Gesture recognition of a person’s hand
may be used with access control to blur inappropriate gestures. Detecting a person’s bodily movement
may provide additional insights, especially when combined with facial expressions and gestures. The
ability to detect a person’s age may be used to protect the identity of children.
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