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Abstract: Artificial Intelligence (AI) is finding increasing application in
healthcare monitoring. Machine learning systems are utilized for monitoring
patient health through the use of IoT sensor, which keep track of the phys-
iological state by way of various health data. Thus, early detection of any
disease or derangement can aid doctors in saving patients’ lives. However,
there are some challenges associated with predicting health status using
the common algorithms, such as time requirements, chances of errors, and
improper classification. We propose an Artificial Krill Herd based on the
Random Forest (AKHRF) technique for monitoring patients’ health and
eliciting an optimal prescription based on their health status. To begin with,
various patient datasets were collected and trained into the system using IoT
sensors. As a result, the framework developed includes four processes: prepro-
cessing, feature extraction, classification, and result visibility. Additionally,
preprocessing removes errors, noise, and missing values from the dataset,
whereas feature extraction extracts the relevant information. Then, in the
classification layer, we updated the fitness function of the krill herd to classify
the patient’s health status and also generate a prescription. We found that the
results from the proposed framework are comparable to the results from other
state-of-the-art techniques in terms of sensitivity, specificity, Area under the
Curve (AUC), accuracy, precision, recall, and F-measure.
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1 Introduction

Increasingly, in recent times, entrepreneurs entering the healthcare space have combined tradi-
tional and new skills in the solutions they bring to the market [1]. One of the technologies to find
the greatest application is artificial intelligence, which has been utilized in clinical, financial, and
operational solutions in the healthcare sector [2]. AI is generally defined as a computer system that
performs required tasks, such as emulating human intelligence [3]. Moreover, the healthcare industry
is undergoing a transformation manifested as rising overall healthcare costs and a growing shortage of
healthcare professionals [4,5]. The global healthcare system is beset with massive challenges, including
high costs, limited access, an aging population, and a dearth of protective equipment [6]. In recent
times, healthcare facilities have undertaken to expand their monitoring and record-management
capabilities [7]. As a result, the healthcare system is faced with the challenge of procuring means of
securing information and other network communication technology capabilities [8] Utilization of this
huge cache of extant data to aid decision making has tremendous scope in this evolving ecosystem.
Machine Learning (ML) is one of the AI frameworks that enables an AI system to learn from its
surroundings and make intelligent decisions regularly [9]. Fig. 1 illustrates the role of AI in healthcare.

Early detection of ailmentsEnhnace decision making

Help in treatment
Expanded access to medical 

service

Associated care Giving superior experience

Checking health End of life care

Figure 1: Role of AI in healthcare

Additionally, machine learning is widely used in a variety of industries, including agricul-
ture, finance, media, healthcare, and retail [10,11]. Manual disease prediction using AI-based ML
approaches is accurate, early, simple, and timely [12]. Since they collect real-time data via Internet
of Things (IoT) sensors, they also reduce the time required to gather patient data from multiple
sources. Data from the IoT sensor is collected and shared with other physical devices [13]. Medical
practitioners can enhance their computer skills and provide more accurate diagnoses by utilizing
ML methods [14]. The use of ML in conjunction with IoT cloud computing concepts improves
the accuracy of the performance of the healthcare technique [15]. Fog computing, IoT, machine
learning, and cloud computing are all emerging technologies that are attracting the most attention
from researchers [16]. Humans are increasingly exposed to newer risk factors, particularly those
related to lifestyle and environment, which predispose them to a variety of physiologic disorders at
a young age [17]. Early signs of such derangement can be detected by an effective health monitoring
system. This can help with better and timely treatment, reducing treatment costs as well as enhancing
patient outcomes [18]. Monitoring of health status protects the interests of patients by ensuring
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that healthcare provider decision-making is more informed by data and hence accurate. Healthcare
monitoring systems have been useful in detecting serious illnesses at an early stage, thus playing an
instrumental part in providing timely life-saving intervention to patients. Thus, early disease detection
is of critical importance, but it is time-consuming owing to the mass of data required [19].

The primary drawbacks of AI-based health monitoring systems are their high time consumption,
high cost, and difficulties with disease diagnosis [20]. Numerous techniques, such as the healthcare
model, AI, and safety control model, have been developed to improve the performance of AI-based
healthcare monitoring systems, but they all suffer from low sensitivity and specificity. The main aim of
the design and development of this AI-based healthcare monitoring system is to minimize the cost of
healthcare by reducing hospitalizations, and physician office visits as well as minimizing diagnostic
testing procedures. This health monitoring system is also supposed to have better sensitivity and
accuracy. Hence, this system will help in saving lives by early detection and treatment of potentially
dangerous health conditions.

The main components of this research work are summarized as follows:

• Initially, the chest Computed Tomography (CT) scan image dataset is collected using an IoT
sensor and trained into the system.

• Thereafter, an AKHRF framework is designed for monitoring and classifying the health status
of a patient.

• Consequently, pre-processing and feature extraction are performed to remove the errors, noise,
and extract the relevant information from the dataset.

• Thereafter, an update of the fitness of the krill herd in the classification layer for classifying the
health status of patient data is undertaken.

• Finally, the validated metrics are compared with other models in terms of accuracy, sensitivity,
precision, specificity, recall, F-measure, and AUC.

The following is the order of the parts of this paper: Section 2 discusses the paper’s literature review.
Section 3 elaborates on the analyzed problem and system model. In Section 4, the novel technique
has been explained. Section 5 will discuss the obtained results and comparative analysis. Section 6
comprises of the conclusion part.

2 Related Works

Kishor et al. [21] developed a ML-based healthcare model capable of accurately predicting the
early and late outcomes of a variety of diseases. Additionally, this approach employs seven ML
classification algorithms to forecast nine fatal diseases. The developed technique performs better,
which is beneficial in assisting doctors in diagnosing the disease early. But this system has some
problems on the classification front.

Healthcare Monitoring Systems (HMS) is gaining popularity in hospitals and other settings. Thus,
El Zouka et al. [22] proposed an integration AI method based on fuzzy systems and neural networks
for securing the HMS. Additionally, HMS enables the implementation of a system for intelligent
healthcare techniques that prioritizes care based on collected health parameters, but at a high cost.
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Ghazal [23] proposed an IoT-based AL framework for healthcare security, and the Wireless Sensor
Network (WSN) which is built using IoT technology to connect the digital and physical worlds. Thus,
the designed framework continuously monitors and encrypts data stored in the cloud and maintains
patient data, but encrypting the data takes longer.

Since 2016, AI based systems have achieved significant successes in healthcare in medical tasks or
human performance levels. Davahli et al. [24] developed a safety control framework for minimizing the
risk of medical errors. Additionally, different layer attributes aid in determining the healthcare status,
but they are inaccessible.

Iqbal et al. [25] created an HMS for elderly patients that utilize an intelligent model to monitor
their health status. A wearable sensor is used to monitor heart rate, body temperature, and blood
glucose levels. A threshold range is used to detect anomalies. A major drawback of this system is that
the sensitivity is low when compared to other methods.

A handful of structural and genetic analyses have identified that surface protein sorts contagious
viruses which multiply quickly. Halder et al. [26] proposed a transfer learning-based pre-trained
technique for classifying positive and negative COVID-19 patients. Moreover, original and manip-
ulated datasets are tested and analysed with excellent diagnostic ability. However, these systems have
vanishing gradient and binary classification problems.

Bui et al. [27] developed a finite element technique for offering background mesh that is executed
in real-time surgical simulation. Furthermore, boundary conditions were indirectly imposed on the
surface with Lagrange multipliers. The designed model is functional in numerous needle enclosure
simulations and attained outcomes improve accuracy through taking account properly and automat-
ically but the error rate is high.

A summary of the literature survey is detailed in Table 1.

Table 1: Summary of literature survey

Author Technique Advantage Disadvantage

Kishor et al. [21] ML based healthcare
model

• Forecast nine fatal
diseases

• Beneficial in assisting
doctors in diagnosing
the disease early

• Classification
problem

• Error rate is high

El Zouka et al. [22] Integration AI method
based on fuzzy systems
and neural networks

• Better classification
results

• High accuracy
• Error rate is high

• High cost.
• Improper

prediction

Ghazal et al. [23] IoT-based AL framework
for healthcare security

• Continuously monitors
and encrypts data stored
in the cloud

• Maintains patient data

• Encrypting the
data takes longer.

• Long execution
time

(Continued)
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Table 1: Continued
Author Technique Advantage Disadvantage

Davahli et al. [24] Safety control framework • Minimizing the risk of
medical errors

• Different layer attributes
aid in determining the
healthcare status

• Inaccessible.
• Less accuracy

Iqbal et al. [25] HMS for elderly patients • Threshold value is used
to look for anomalies

• Sensitivity rate
is low

• Less reliability
Halder et al. [26] Transfer learning based on

pre-trained technique
• Classifying positive and

negative COVID-19
patients

• Excellent diagnostic
ability

• Vanishing
gradient and
binary
classification
problems

Bui et al. [27] Finite element technique • Improve accuracy
• Taking account properly

and automatically

• Error rate is high
• Low scalability

Proposed Krill Herd Based Random
Forest Algorithm

• Predict the health status
accurately

• Provide proper
prescription

• High accuracy

• Hybrid
optimization may
enhances the
prediction results

3 System Model and Problem Definition

The proposed healthcare system is capable of making decisions about the detected conditions of all
patients based on their pulse rate, heart rate, and body temperature. Additionally, the healthcare system
is more energy efficient because all the sensors are not activated at all times. It is comprised of an IoT
server, embedded sensors, communication channels, a gateway, and cloud storage. Three sensors are
connected to an Arduino board to classify and collect patient data in the system model. Additionally,
fuzzy neural networks enhance a patient’s collected dataset, but they have some drawbacks, including
an error rate, attack vectors, unauthorized access, decreased sensitivity, and decreased specificity. Fig. 2
illustrates the fundamental system model and problem statement.

The main critical tasks for monitoring the healthcare system are high costs, lack of access, the
increasing elderly population requiring greater care and monitoring, and lack of healthcare staff
and protective equipment. Due to the vast amount of data, misclassification and detection problems
are common. Also, monitoring the health status of a patient takes more time than usual. So, a
novel machine learning framework is designed to enhance the performance of healthcare monitoring
systems.
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Figure 2: System model and problem definition

4 Proposed Methodology

The main aim of the design and development of the healthcare monitoring system is to minimize
the cost of healthcare by reducing hospitalizations, diagnostic testing procedures, and physician office
visits. Initially, various patient datasets are collected using IoT sensors and trained on the system.
The data is stored in the cloud. Thus, the developed framework includes four processes such as
preprocessing, feature extraction, classification, and visibility of results. Moreover, preprocessing
checked and filtered the input data to remove errors, noise, and missing values. Next, feature extraction
extracts the relevant features from the dataset, like blood sugar level, heart rate, weight scale, and so
on. Then, update the fitness function of the Krill herd in the classification layer, which monitors the
status of the patient data with the help of extracted features and then classifies the health status of the
patient and also provides a proper prescription based on the health status. The proposed architecture
has been detailed in Fig. 3.

First, various patient datasets are collected from different sources like clinics, laboratories, remote
sites, and home data. IoT devices and dissimilar sensors are used for collecting different patient
datasets in real-time. The IoT device collects the patient health dataset using wearable physiological
sensors like temperature sensors, pulse oximeter sensors, heart rate sensors, pressure sensors, and
accelerometers. Further, the datasets collected from different patients are stored in the cloud. The
novelty of the designed model is in updating of the krill herd fitness in the classification layer for
monitoring the health status of the patient by the movement of krill behaviour. It accurately detects
and classifies the health status of the patient with high accuracy and incurs lesser execution time.
Moreover, feature extraction is useful to enhance the performance of detection, and based on the
health status doctors provide a proper description. The timely interventions saves lives and increases
the life span of patients.
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Figure 3: Proposed architecture

4.1 Dataset Description

The developed AKHRF algorithm is performed on the chest CT scan image dataset, which
is collected from the website of Kaggle. The dataset can also be found at https://www.kaggle.com/
mohamedhanyyy/chest-ctscan-images. Additionally, the dataset is in the format of the image, so one
can easily extract the aspect terms. The total dataset used for the developed framework is 916. From
that, training used 733 datasets, and testing used 183 datasets. More than 70% of the data is used for

https://www.kaggle.com/mohamedhanyyy/chest-ctscan-images
https://www.kaggle.com/mohamedhanyyy/chest-ctscan-images
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training, and 30% of the data is used for training. Thus, the developed framework is trained and tested
using krill herd optimization over 200 iterations.

4.2 Design of AKHRF

The developed AKHRF framework enhances the classification results of the healthcare monitor-
ing system and attains high accuracy for classifying the health status of a different patient based on the
extracted features. Initially, various patient datasets are imported into the input layer. Then classify the
health status of each patient based on their blood sugar level, heart rate level, water level, and so on. At
that time the health status is visible in the output layer, also doctors provides a proper prescription to
the patients. In the classification phase, update the fitness functions of the krill herd because it includes
three actions, such as induced movements of other krill, foraging activity, and random diffusion. As a
result, the developed framework continuously monitors behavior and changes in the human body, as
well as categorizes the health status of all patients.

4.2.1 Preprocessing

The various patient datasets were collected, checked and filtered to remove training flaws, errors,
and missing values. Moreover, preprocessing helps to enhance the quality of the dataset and filter the
dataset using the designed technique. Furthermore, preprocessing is processed using Eq. (1).

Pe = G (l/m) G (m)

p (l)
(1)

Let, G (l/m) is represented as the probability of containing errors and noise and G (m) is denoted
as the probability of containing normally received data. Moreover, p (l) is represented as the probability
of health readings.

4.2.2 Feature Extraction

Then feature extraction is utilized to extract the relevant features of various patient datasets
for easy classification of health status. Furthermore, extracted features are coordinated and filtered
by summation value, and the features are extracted based on time, heart rate, blood glucose level,
body temperature, body temperature, activity, blood pressure, and weight scale. The mathematical
calculation for extracting relevant information is obtained by Eq. (2).

Fe (y) =
n∑

m=1

τmpekm (y) (2)

Let, km is denoted as extracted relevant features, τm is represented as features of irrelevant features
and pe is considered as training input features.

4.2.3 Classification

In the classification layer, update the fitness function of the krill herd to continuously monitor
the health status of all patients. Thus, the fitness of the krill herd monitors the patient data using
the movement of krill behaviour. Then the patient’s health status is visible in the output layer. The
developed framework attains better performance for predicting the various health statuses of different
patients. The classification is performed using Eq. (3):

pi(t) =
∑t

m=1 DmnFe (y)
(
1/a − a2(m−1)

m

)
pe

∑t

m=1 N(t)
(
1/a − a2(m−1)

m

) (3)
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Let, Dmn is defined as fitness function of krill herd and N (t) is represented as classified results of
every patient. Moreover, a and am are considered a continuous monitoring of every patient’s training
data. The pseudo code format of krill herd is detailed in an algorithm 1.

Algorithm 1: Proposed AGHRF model for monitoring the healthcare system in detailed pseudo-code
format
Set and initialize parameters
{
Define l and u l-lower bounds

u-upper bounds
Generate Rp of Gp within variable limits Rp-random population

Gp-krill position
Assign KH parameters
Set variables and parameters
Compute genetic operator parameter
}
Algorithm loops
{
Calculate fitness function of krill
For all I = 1: Imax

{
Determine time interval
Step 1: Induced motion, Im

Estimate target, local, direction and swarm density for each krill
Determine distance among two krill, Dk (y)

Find the sensing distance of induced motion, Dk (i)
if Dk (y)< Dk (i)
{
Analyze and update Im

}
End if
Step 2: Foraging motion, Fm

Generate center food density
Analyze and update Fm

Step 3: Physical diffusion Pd

Update and compute D (m) D (m)-diffusion motion
Move the positions of krill
Update time
Calculate the krill fitness
Set ranking based on the krill position
Identify best krill position
}
End for
Obtain best solution
}
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Then the visibility of the patient health status is identified using Eq. (4).

pi(t) = {
DmnN(t), randm,n < N (t) Dmn, else

}
(4)

Based on the variation of feature extraction, identify, and classify the health status of the patient,
and the visibility of patient health is predicted in the output layer. The developed framework attains
better performance for monitoring patient health care and provides better outcomes for classifying
and providing a proper prescription for the patient.

5 Results and Discussion

The developed AKHRF replica is processed using MATLAB. The success rate of the projected
model is assessed by current existing mechanisms in terms of accuracy, precision, F-measure, execution
time, AUC, and recall. In this approach, various patient datasets are utilized for classifying health
status. Here, the proposed AKHRF approach classifies patient diseases based on the extracted health
status. Hence, the developed model attained high performance in classification and provided a proper
prescription for the patient. Moreover, the gained accuracy and loss of over 200 iterations of the
developed technique are shown in Fig. 4.

Figure 4: Accuracy vs. Loss

5.1 Performance Metrics

The gained outcome of a developed AKHRF technique is compared with other existing technique
metrics. The key metrics of the proposed approach are accuracy, precision, recall, F-measure, sensi-
tivity, specificity, and AUC. Furthermore, the proposed healthcare method efficiency is compared
with various conventional methods such as the HMS [21], Intelligent Task Mapping Framework in
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Healthcare (ITMH) [25], Smart Homes Health Monitoring (SHHM) Method [28], and Intelligent
Healthcare Framework (IHF) [29].

5.1.1 Accuracy

Accuracy is defined as the degree of calculation of the efficiency of the proposed model function-
ing. Also, it is the fraction of properly expected observance of the entire observations that are expressed
in Eq. (5):

A = Ap + An

Ap + An + Ip + In

(5)

where, Ap is denoted as accurate classification of patient health status, An is denoted as accurate
classification of incorrect patient health status, Ip is considered as inaccurate classification of patient
health status, In is denoted as inaccurate classification of incorrect patient health status. Moreover,
accuracy comparison with existing techniques is detailed in Table 2 and Fig. 5.

Table 2: Validation of accuracy

No. of. tasks Accuracy (%)

HMS ITMH SHHM IHF Proposed

100 97.62 79 92.8 95.9 99.12
200 95.4 77.7 91.1 93.2 99
300 93.3 75.34 89.61 91.14 98.65
400 90.01 73.3 85.3 88.82 97.9
500 87 71.01 83.76 86.01 96

Figure 5: Comparison of accuracy
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The achieved accuracy rate of the developed technique is compared with other existing techniques
such as HMS, ITMH, SHHM, and IHF. Moreover, the HMS replica attained 97.62% and the ITMH
technique gained 79%. Also, SHHM and IHF techniques gained accuracy rates of 92.8% and 95.9%,
respectively. The developed AKHRF attained high accuracy while comparing other techniques for
classifying patient health status, at 99.12%.

5.1.2 Precision

This process was evaluated for identifying the number of correct positive estimates that are aligned
with the overall positive estimates. Also, precision is the proportion of classifying patient health status
based on the extracted features, which is computed using Eq. (6):

P = Ap
Ap + Ip

(6)

The precision of the proposed AKHRF model is calculated and validated using prevailing
methods like HMS, ITMH, SHHM, and IHF approaches which are elaborated in Table 3.

Table 3: Validation of precision

No. of. tasks Precision (%)

HMS ITMH SHHM IHF Proposed

100 99.01 75 92.8 92.4 99.57
200 98.12 73.98 91.1 91 99.21
300 96.4 71.10 89.23 89.76 99
400 94 69.4 87.5 86.5 98.54
500 93.30 67 84.8 84 98

Initially, the HMS technique gained a 99.01% precision rate, and the ITMH replica achieved 75%
precision for using 100 tasks. Moreover, the SHHM and IHF techniques gained 92.8% and 92.4% in
precision rates, respectively. Finally, the developed AKHRF technique gained a 99.57% precision rate.
Thus, the comparison of the precision rate is detailed in Fig. 6.

5.1.3 Recall

The recall is used to calculate the total number of correct positive about the total number of true
positives and false negatives. It expresses the proportion of predictions that have correctly diagnosed
the health status of the patient and is calculated using Eq. (7).

R = Ap
Ap + In

(7)

The calculation of the recall by AKHRF technique is compared using prevailing methods like
HMS, ITMH, SHHM, and IHF approaches are described in Table 4.
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Figure 6: Comparison of precision

Table 4: Validation of recall

No. of. tasks Recall (%)

HMS ITMH SHHM IHF Proposed

100 98.79 79 89.6 94.5 99.23
200 98.12 77.56 88 93.12 99.02
300 97 75.6 86.54 91.1 98.78
400 96.32 73 84.32 89.56 98.34
500 94 72.24 83 88 97

Also, the existing approaches attained a lower recall of almost 98% only. Subsequently, the recall
value of the AKHRF approach is higher than other methods. It has achieved a 99.23% recall value,
and the comparison of recalls is represented in Fig. 7.

5.1.4 F-measure

The calculation is based on the precision and recall measurements for recognizing the efficiency
of classifying the health status of the patient, which is measured using Eq. (8),

F1 − score = 2
(

P ∗ R
P + R

)
(8)

where, P denotes the calculated precision value and R represents the calculated recall value.
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Figure 7: Comparison of recall

The F1-score of the proposed AKHRF model is calculated and validated using prevailing methods
like HMS, ITMH, SHHM, and IHF approaches. In this case, the existing methods had a lower F1
score, and the proposed model had a higher F1-score value of 98.54% than the other methods, as
shown in Fig. 8 and Table 5.

Figure 8: Comparison of F-measure
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Table 5: Validation of F-measure

No. of. tasks F-measure (%)

HMS ITMH SHHM IHF Proposed

100 96.23 70 91.1 93.4 98.54
200 95.1 68.08 90 91.8 98.12
300 93 66.34 88.86 89.56 97.3
400 91.13 65 85.4 88 97
500 89 63.98 83 86.78 96.78

5.1.5 Execution Time (Et)

The ratio of Et is called CPU time and execution time, which is well-defined as the spending time
of the system through executing the tasks that involve system service and spending time on executing
run-time. Also, execution time is the set of instructions for executing a computer program, and the
mathematical calculation is obtained using Eq. (9).

Et = Ic × CPI × CCt (9)

where, Ic is defined as the instruction count and CPI is represented as Cycles per Instruction. Moreover,
CCt is represented as clock cycle time.

Moreover, the required execution times for HMS and ITMH are 3.5 and 24 s, respectively. Also,
SHHM and IHF required 7.02 and 12 s. Furthermore, the IHF technique attained a time of 12 s
in execution, and the developed framework attains a time of less than 1.2 s. The comparison of the
execution times is shown in Fig. 9.

Figure 9: Comparison of F-measure
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5.1.6 AUC

It is defined as the measure of the capability of the classifier for distinguishing among classes and is
also helpful for the summary of the Receiver Operating Characteristic (ROC) curve. The performance
of the AUC is measured by the positive and negative segmentation of the affected parts in the skin.
Furthermore, AUC denotes the measure or degree of separability, and the high rate of AUC represents
the patient with no disease and disease. Furthermore, ROC indicates the performance of classification-
based thresholds using a graph. The graphical representation of ROC and AUC is shown in Fig. 10.

Figure 10: Comparison of AUC

The AUC for the HMS and ITMH was 99.32% and 85%, respectively. Frequently, SHHM and
IHF attained 98.4 and 96.3. Moreover, the developed AKHRF technique attained 99.77% in AUC
while compared to other existing techniques, the developed framework attained better performance.

6 Discussion

The proposed model of AKHRF has shown good performance by attaining the best results in
accuracy, sensitivity, specificity, F-measure, precision, AUC, and recall. Thus, the developed scheme
removed the training flaws in the initial stage. Next, it was able to extract the features based on blood
sugar level, heart rate, weight scale, and so on. It was hence able to classify the health status of the
patient as having cancer. Based on the classified results, they are visible in the output, which helps the
doctor to provide an appropriate prescription to the patients. Thus, the developed AKHRF technique
enhances the prediction performance.

The outstanding metrics comparisons are tabulated in Table 6. In all parameter validation, the
proposed AKHRF has gained the finest results. Moreover, the developed framework gained high
accuracy of 99.12%, high precision of 99.57%, high recall of 99.23%, high AUC of 99.77%, and an
execution time of 1.2 s. Hence, the robustness of the proposed AKHRF has been verified, and it can
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classify the health status of the patient and provide a proper prescription for the patient. Here, the
proposed technique has achieved high performance for classifying and visualizing the health status.

Table 6: Overall performance metrics

Methods Performance assessment with key metrics

Accuracy (%) Precision (%) Recall (%) F-measure (%) AUC (%) Execution
time (s)

HMS 97.62 99.01 98.79 96.23 99.32 3.5
ITMH 79 75 79 70 85 24
SHHM 92.8 92.8 89.6 91.1 98.4 7.02
IHF 95.9 92.4 94.5 93.4 96.3 12
Proposed 99.12 99.57 99.23 98.54 99.77 1.2

7 Conclusion

This work develops a novel AKHRF approach for classifying the health status of patients based
on their health data. Patient datasets are collected here using an IoT sensor that has been prior tested
and trained in the system. The proposed AKHRF model entails preprocessing, feature extraction,
classification, and result visualization. Further, the developed model is applied to patient data and,
using the extracted features, classifies the health status of all patients. Also, the output layer displays the
patient’s health status which guides a doctor in clinical decision making and prescribing. The proposed
model achieved improved accuracy, precision, recall, F-measure, execution time, and AUC. When
compared to other models, it showed promising results in classifying health status with an accuracy
of 99.12 percent with a shorter execution time of 1.2 s.
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