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Abstract: Imbalanced data classification is one of the major problems in
machine learning. This imbalanced dataset typically has significant differ-
ences in the number of data samples between its classes. In most cases, the per-
formance of the machine learning algorithm such as Support Vector Machine
(SVM) is affected when dealing with an imbalanced dataset. The classification
accuracy is mostly skewed toward the majority class and poor results are
exhibited in the prediction of minority-class samples. In this paper, a hybrid
approach combining data pre-processing technique and SVM algorithm based
on improved Simulated Annealing (SA) was proposed. Firstly, the data pre-
processing technique which primarily aims at solving the resampling strategy
of handling imbalanced datasets was proposed. In this technique, the data
were first synthetically generated to equalize the number of samples between
classes and followed by a reduction step to remove redundancy and duplicated
data. Next is the training of a balanced dataset using SVM. Since this
algorithm requires an iterative process to search for the best penalty parameter
during training, an improved SA algorithm was proposed for this task. In
this proposed improvement, a new acceptance criterion for the solution to
be accepted in the SA algorithm was introduced to enhance the accuracy of
the optimization process. Experimental works based on ten publicly available
imbalanced datasets have demonstrated higher accuracy in the classification
tasks using the proposed approach in comparison with the conventional
implementation of SVM. Registering at an average of 89.65% of accuracy for
the binary class classification has demonstrated the good performance of the
proposed works.

Keywords: Imbalanced data; resampling technique; data reduction; support
vector machine; simulated annealing

1 Introduction

In recent years, the imbalanced data classification problem has drawn a significant amount of
interest among researchers, scholars, and industries. This can be seen from the substantial number
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of research publications reported in the last decade [1]. One of the factors that contributed to the
problem is the imbalanced number of data samples between majority and minority classes in the
training dataset which affects the decision-making and prediction results. Normally, the classification
would bias towards the majority class [2,3]. This problem is more prevalent and crucial in the case of
the classification of real-world data in which obtaining the data for a certain class might be harder
compared to the other classes [4]. Most of the classifiers or machine learning algorithms including
Support Vector Machines (SVM) are impacted in terms of their performance when used in the
imbalanced dataset setting [5].

Many classification learning algorithms have low predictive accuracy for the minority class
due to their formulation and design. This is because most of these algorithms assume the training
dataset to be balanced which may lead to the incorrect prediction of newly unseen data [6]. Hence,
the implementations of a conventional approach to these algorithms often inaccurately predict new
incoming data from the minority class compared to the majority class [7]. Therefore, solving the
imbalanced data classification problem in machine learning can be divided into three approaches
namely data level, algorithmic level, and hybrid or ensemble approach [8]. Other categories may include
boosting algorithms and cost-sensitive learning approaches [9].

In the data-level approach, an additional pre-processing step was employed before the training
of an algorithm. This step aims to balance the amount of data between classes through sampling
techniques such as oversampling [10–12] or undersampling methods [4,13]. Modification of majority
or minority or both classes in the dataset is expected to improve modeling during training by the
classification algorithm. For example, the works done by [14] have highlighted that a novel extension
of the Synthetic Minority Over-sampling Technique (SMOTE) algorithm facilitates attaching a higher
weight to the minority class and demonstrated that oversampling technique can also be beneficial even
in the case of larger sample size in the minority class.

The second approach to solving the imbalanced data classification problem is an algorithmic
approach that focused on regulating the classification algorithm without modifying the dataset. This
requires an in-depth understanding of the selected learning algorithm to identify a specific mechanism
that is responsible for creating the bias towards the majority class. Algorithm-level solutions do not
cause any shifts in the data distributions, being more adaptable to several types of imbalanced datasets.
For example, in the case of SVM, a different weight to the penalty parameters can be assigned to
improve the training of the imbalanced datasets [15–17]. Recently, [18] proposed adaptive Focal Hinge
(FH) SVM that makes use of focal and hinge loss scaling factors. Their results have demonstrated the
effectiveness of FH-SVM in dealing with most of the imbalanced data problems.

Thirdly, hybrid approaches make a trade-off between the algorithm levels and the data levels
approaches. These approaches make some changes to the data distribution and regulate or modify
some parameters at the algorithm levels. For example, [19] has introduced a sampling technique that
combines k-means clustering with a genetic algorithm to demonstrate minority class performance in
an imbalanced dataset. In their work, k-means clustering was used to divide the minority class samples
while a genetic algorithm was used to select fresh samples from every cluster, which was then validated.
This integrated technique which comprised of the k-nearest neighbor method and an SVM model has
proved to be effective, and it is demonstrated through their experimental results. In another hybrid
approach, boosting algorithms such as Geometric Mean Boosting (GMBoost) which enable learning
with consideration of both majority and minority classes because it uses the geometric mean of both
classes in error rate and accuracy calculation [20]. Assembly of classifiers was generated by the boosting
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algorithm combined with the synthetically generated data through techniques such as SMOTE was
reported in their research works.

To reduce noisy samples from the majority class, [21] has proposed SMOTE with a thresholding
technique and random forest as a learning algorithm. This novel approach eliminates noisy samples
from the majority class located inside the borderline with noise filtering. This method combines
oversampling SMOTE technique with the thresholding technique to balance the training data and
choose the best boundary between classes. Then, a noise detection technique is used to identify and
delete the misclassified samples. There are other hybrid approaches such as a combination of Gabriel
Graph Editing (GGE) and Modified Back Propagation (MBP) to handle issues of class imbalances and
overlapping classes in multiclass distribution [22], and ensemble construction algorithm technique that
is based on the (random under-sampling) RUSBoost concept which known as Evolutionary Under-
sampling Boosting (EUSBoost) [23] have reported significant findings that improve the classification
of an imbalanced dataset.

In summary, many hybrid approaches have been proposed in the literature which aim to improve
the classification of imbalanced data. These approaches combine the alteration of data distribution
through resampling techniques and modification of the classification algorithms. In terms of resam-
pling technique, [24] have reported important findings and experimental data that supported the
superiority of the oversampling technique compared to the undersampling technique because the
former provides a higher proportion of safe samples and a lower proportion of some subtypes of
unsafe samples.

In this work, an algorithm based on a hybrid approach was proposed to improve imbalanced
dataset classification which combines data level and algorithmic level methods based on SVM as the
main classifier. Initially, the dataset was pre-processed by synthetic data generation and reduction
techniques to balance up the number of data between classes in the dataset as well as remove
redundancies. Then, the SVM was trained, and the improved Simulated Annealing (SA) algorithm
was employed to enhance penalty parameter searching. The main contributions of this paper can be
summarized as follows:

• We have proposed a new synthetic data generation and reduction strategy that aims at balancing
the number of data between majority and minority classes in the dataset.

• We have introduced a new compensation parameter to improve the acceptance criterion of the
SA optimization algorithm in searching for the best penalty parameter for the SVM.

This paper has the following structure: Section 2 discusses the related works to this research which
is the SVM algorithm and its parameters. Then, the proposed imbalanced data classification algorithm
featuring synthetic data generation and reduction with SVM was presented in Section 3. These include
the description of the proposed improved SA algorithm as a penalty parameter optimization algorithm
for the SVM. In Section 4, experimental setups, dataset, performance metrics used, and overall results
and discussion were presented and discussed. Finally, this study is summarized and concluded in
Section 5.

2 Related Works

In this section, the Support Vector Machine (SVM) algorithm was briefly introduced focusing
on its user-specified or tunable penalty parameter optimization. Recent methods for optimizing the
penalty parameter including the SA-based techniques were also discussed.
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SVM is a supervised machine learning algorithm that was initially proposed by [25] and uses a
structural risk minimization technique and it is based on the Vapnik-Chervonenkis (VC) theory. This
algorithm works by attempting to determine the value where the required margin maximization and
training set error minimization is achieved. This is corresponding to the best generalization ability
and the generated model attempts to avoid over-fitting. Moreover, one significant benefit of using an
SVM is the ability to implement convex quadratic programming, which does not get stuck at local
optima since it can output only the global optima. Given a training set comprising of (xi, yi) where
i = 1, 2, . . . , l, xi ∈ �n, yi ∈ {+1, −1} and �n is input space, yi is the class label of xi and l is the total
number of data samples. SVM aims to optimize the separating hyperplane w ·xi +b where w is a weight
vector and b is a bias that defines the position of these planes. The margin of these hyperplanes can be
maximized such that they are parallel to each other as follows:

w · xi + b

{
≥ 1, if yi = +1
≤ 1, if yi = −1

(1)

which can be simplified as

yi (w · xi + b) ≥ 1, ∀i (2)

Based on this expression, the margin of the hyperplanes can be maximized by minimizing w where
this is a quadratic programming optimization problem. The problem then reduces to the soft margin
optimization where the optimal hyperplane can be found as follows:

min
w,b,γ

1
2

〈w · w〉 + C
l∑

i=1

γi (3)

s.t. yi (w · xi + b) ≥ 1 − γi, γi ≥ 0, i = 1, · · · , l

where C is a user-specified penalty parameter and γ is the slack variable. Parameter C control the
trade-off between maximum margin and misclassified data.

To simplify the soft margin optimization problem, it can be represented in the function of
Lagrangian dual variables such as follows:

max
α

−1
2

l∑
i,j=1

αiαjyiyj

〈
xi · xj

〉 + l∑
i=1

αi

s.t.
∑l

i=1
αiyi = 0, 0 ≤ αi ≤ C, i = 1, · · · , l (4)

where αi is dual variables and it is bounded from 0 to C. Soft margin SVM involves the use of Karush-
Kuhn-Tucker (KKT) complimentary condition as follows:

yi (w · xi + b) − 1 + γi = 0, ∀i (5)

Solving this optimization problem yields the discrimination function of SVM as follows:

f (x) = sign
∑
i∈SV

αiyiκ
(
xi, xj

) + b (6)

where κ
(
xi, xj

)
is the kernel function that mapped the data to the higher dimensional feature space

such that x = (x1, x2, · · · , xn) → φ (x) = (φ (x1) , φ (x2) , · · · , φ (xn)).



CMC, 2023, vol.75, no.1 551

Therefore, it can be seen from the descriptions above that the penalty parameter, C of SVM is a
user-specified or tunable variable. In the case of a certain kernel function, there exist another parameter
for this function that needs to be properly fixed along with C to achieve the best classification model.

A typical and classical approach to determining these parameters is a model selection approach
[26]. This method finds both values using the grid search and cross-validation process which in turn
limited the searchability and consumes a lot of computational time. Fast forward to recent years, the
trends in solving the parameter selection problem for the SVM make use of the like of metaheuristic
optimization and swarm intelligence algorithms.

For instance, [27] proposed an optimization method based on Simulated Annealing (SA) in the
classification of medical standard datasets. SA is a random search technique proposed to find the
global minimum of a cost function. This method looks for a proper solution to an SVM parameters
optimization problem in the next state by trying random variations of the solution at the current state.
This work adapted the SA technique with a standard SVM formulation but later expanded to be
used with the Least-Square Twin SVM which has been shown to improve the overall classification
accuracy [28].

Other methods such as bat algorithm (BA) [29], an ensemble Kalman filter (EnKF) based model
[30], differential Particle Swarm Optimization (PSO) [31], a hybrid optimization method that combines
Glowworm Swarm Optimization (GSO) and Genetic Algorithm (GA) [32], a novel differential
evolution (DE) [33], a quantum-behaved particle swarm optimization (QPSO) [34], random forest
(RF) method [35] and a combination of Moth-Flame Optimization (MFO) and knowledge-based-
search (KBS) [36] have also been proposed in the literature to improve the optimization of these
parameters when involving the implementation of SVM.

3 Methodology

This section presents the details implementation of the proposed algorithm based on a hybrid
approach. This study aims to formulate an algorithm that can address imbalanced data classification
problems and provide precise results using SVM as a classifier. Furthermore, enhanced accuracy was
emphasized along with a targeted efficiency enhancement by reducing the computational complexity.

The proposed algorithm comprises two major phases which are data pre-processing and data
classification using SVM based on improved Simulated Annealing (SA) algorithm. The first phase
involves two subtasks which are data generation and data reduction where input data is synthetically
enhanced to improve the number of data between minority and majority classes. The next phase is
related to the training of the SVM classifier where its penalty parameter, C was optimized based on
the proposed improved SA technique. Lastly, the classification stage involving the trained SVM model
with the unseen testing data from the improved dataset was conducted to measure the accuracy and
performance of the proposed works. Fig. 1 below shows the framework of the proposed algorithm.

3.1 Data Pre-processing

This section described in detail the implementation of a proposed data pre-processing algorithm.
In this algorithm, synthetic data are generated for the minority class and followed by the reduction of
the data by removing the duplication and redundancy that exists in the dataset.
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Figure 1: Framework of the proposed algorithm

3.1.1 Data Generation

In this method, the imbalanced dataset is evaluated in terms of the number of data in each of its
classes. The majority class which contains most of the data will be used as a reference in generating
synthetic samples for the minority class. In this work, a new approach to synthetic data generation is
proposed by examining the range of values in each of the features and randomly generating new data
samples.

Assume the binary dataset consists of (xi, yi) with the class label of yi ∈ {−1, +1} and i =
1, 2, 3, · · · , l where l is the total number of data in the dataset and the data is a real number such that
xi ∈ �n where n is the dimension of the data. Based on this dataset, let the majority and minority classes
denoted by

(
xj, yj

)
and (xk, yk) respectively with j = 1, 2, 3, · · · , u and k = 1, 2, 3, · · · , v where u and v

are the number of data in these classes. In this case, u+v = l and v < u, hence, the number of synthetic
data required in the minority class can be computed as w = v − u. Therefore, the proposed method
generates synthetic data randomly in the bounded range for each feature based on their maximum and
minimum values according to the number of data needed, w as follows:

xn
new = random

(
min

(
xn

k

)
, max

(
xn

k

)) ∀n; k = 1, 2, 3, · · · , v; new = 1, 2, 3 · · · , w (7)

The new class is formed by merging the minority class, xk and xnew and yielded x′
k with the new

number of data v′. Hence, the new dataset can be expressed as x′
i = xj + x′

k with a new number of data
l′ = u + v′ and u = v′. This dataset is balanced in terms of the number of data between its classes and
therefore it is expected to improve the accuracy of the training system.

3.1.2 Data Reduction

Once data generation is completed, there may be redundant or duplicated data samples that
could affect the trained model. The proposed data reduction technique aims to eliminate duplicated
samples at the data level and is employed to reduce this redundancy in the newly generated dataset, x′

i.
The trimmed dataset does not incur information loss due to instance reduction but helps to remove
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unneeded data yielded from oversampling earlier which was expected to be detrimental to the decision-
making steps required for classification.

In this technique, the data reduction method begins by creating an empty set M and each instance
from the newly generated dataset x′

i is copied one by one into M if the comparison with elements inside
the set is false. It is the intersection operator that was used as a basis for the comparison of the dataset
and the data in set M. All the elements outside the intersection are added to set M and resulted in
the dataset which is free from redundancy. Algorithm 1 below described the proposed data reduction
technique.

Algorithm 1: Data reduction method
1 input: newly generated dataset, x′

i

2 output: reduced dataset, M
3 create empty set M
4 for i = 1 to l′

5 if x′
i ∩ M = FALSE

6 M ← x′
i

7 end
8 end
9 return M

3.2 Penalty Parameter Optimization

Simulated Annealing (SA) is a global searching algorithm that was first proposed by [37] and later
made popular by [38]. The fundamentals underlying the SA algorithm are borrowed from metallurgy
whereby metal molecules undergo crystallization when they transit from the molten to the solid state
as the temperature, T decreases gradually. All crystal grains transit to the lowest energy state, assuming
that it is heated at an appropriate starting temperature and gradual cooling.

The SA algorithm formulated by [37] facilitates the betterment of the results during search
iterations; moreover, the algorithm also does not halt at local optima. ‘‘Cooling’’ factor, which is
analogous to the cooling of molten metal, enables steady convergence of the SA algorithm where the
search outcomes point to the global optimum.

In this study, SVM was used in combination with SA to assess the efficacy of the penalty
parameter, C that emerges from T during each iteration. The proposed technique attempts to reduce
T so that the search outcome slowly converges to the global optimum. Parameter T is reduced by
multiplying it with the proposed compensation parameter, V where its value lies in the range of (0,1].

There are two crucial stages in the SA algorithm used in this work: the initial state, Ci, and the
probability state, Cj. The decision to transition to state Cj or retain the current state is based on the
comparison of the accuracy values. The new state Cj is chosen if its accuracy derived from the SVM
training phase is higher compared to the one using the current state parameter.

On the other hand, the current state is retained using probability values if the new state has
relatively low accuracy. The probability cut-off is selected depending on the application and objectives.
Such probabilistic transitions guide the system to a near-optimal state.

In each iteration, a random neighbor is selected. If the neighbor’s accuracy is higher than the
current state, the neighbor is selected, and the parameter C is replaced with the value corresponding
to the new state, the SA process accepts a new or best solution Cj using the probability value, P which
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is also known as Metropolis acceptance criterion as follows:

P
(
Ci, Cj, T

) =
{

Cj, if f
(
Cj

)
> f (Ci)

exp
(

f(Ci)−f(Cj)
T

)
, otherwise

(8)

where fitness function f () in the equation above is the accuracy measure of SVM based on the training
set and the corresponding penalty parameter. In this study, the implementation of an improved SA
algorithm to determine the best penalty parameter for SVM can be described in Algorithm 2.

Algorithm 2: Improved SA algorithm
1 input: T , V , step_size, num_of_iter
2 output: Cbest

3 initialize Cbest

4 Ci ← Cbest

5 for n = 1 to num_of_iter
6 Cj = abs (Ci × random() × T) + step_size
7 if f

(
Cj

)
> f (Cbest)

8 Cbest ← Cj

9 end
10 T = T × V

11 if exp

(
f (Ci) − f

(
Cj

)
T

)
> random ()

12 Ci ← Cj

13 end
14 end
15 return Cbest

From Algorithm 2, the acceptance criterion for each iteration is based on the reduction of
temperature, T by the factor of V which is the proposed compensation parameter. This is different from
the conventional Metropolis criterion which solely relies on the reduction of T based on the number
of iterations. To demonstrate this difference, Fig. 2 shows plots of the Metropolis acceptance criterion
for conventional formulation and the proposed technique concerning the number of iterations and
differences of the fitness function values, f (Ci) − f

(
Cj

)
. As can be seen from Fig. 2, conventional

acceptance criterion values are drastically reduced with respect to iterations for every value of
differences in the fitness function. This may provide faster solutions due to the small iterations but
at the expense of precise searching of the parameter. On contrary, the compensated temperature
reduction, T = T × V has resulted in a much slower “cooling” effect of the acceptance criterion
as shown in Fig. 2b. This in turn leads to more iterations before the optimized solution was found
which is expected to provide more accurate and precise parameter searching.
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(a) (b)

Figure 2: Plot showing acceptance criterion with respect to the number of iterations and differences
of accuracy values at T = 1; (a) Conventional metropolis approach, (b) Proposed improvement with
V = 0.95

4 Experimental Results

This section provides the details of the analysis and performance measurements of the proposed
algorithm using ten of the most used publicly available datasets. The sections are organized as follows;
datasets, performance metrics used, experimental procedures, and lastly the results and discussion.

4.1 Datasets

Experimental works were executed using datasets from the UCI machine learning repository
(https://archive.ics.uci.edu/ml/index.php) which is publicly available. The overview of the chosen
datasets is shown in the table below where all of them are imbalanced and have binary classes.

4.2 Performance Metrics

The first phase involving data generation and reduction results uses Principal Component
Analysis (PCA) plot to achieve data visualization. The plot of the first two principal components is a
good starting point for data exploration as well as showing the distribution of the newly constructed
dataset.

The second phase of the reporting consists of classification results which make use of metrics such
as overall accuracy computed as follows:

Acc = TP + TN
TP + FN + FP + TN

(9)

where TP, TN, FP, and FN are true positive, true negative, false positive, and false negative,
respectively. Considering the special characteristics of class-imbalanced problems, the traditional
evaluation criteria such as accuracy alone will result in the following problems: for higher global
classification accuracy, the traditional classifier directly classifies the sample of minority class into
majority class and obtains a higher global accuracy rate, but the correct classification rate for the

https://archive.ics.uci.edu/ml/index.php
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sample of minority class is low. Therefore, the traditional single evaluation system using accuracy
measure only will no longer be adapted to the evaluation system of the class-imbalanced classification
problem.

To make sure that the performance measurement process is effective and capable to show
significant data, other metrics such as recall and precision are used as specified in the formulas below:

recall = TP
TP + FN

(10)

precision = TP
TP + FP

(11)

The expressions above cannot be interpreted unless they are used together. Practically, a combined
effectiveness metric such as F1 measure is used. F1 measure computes the harmonic mean of recall and
precision and it is specified as:

F1 = 2 × precision × recall
precision + recall

(12)

In the end, to visualize the classification of the constructed dataset, a receiver operating curve
(ROC) was used which utilizes a true positive rate and a false positive rate. The area under the ROC
curve which is known as AUC was also computed for each dataset.

4.3 Experimental Procedures

In this works, the proposed algorithm was implemented using Python programming language
running on a Windows 10-based computer system having an Intel® Core™ i7 CPU @ 7 GHz processor
and a total of 8.00 GB RAM. Initially, all data in the dataset are normalized, and follows by each of
the datasets was divided into two sets in the following manner: 70% of the data is for the training set
and the remaining 30% is for the testing set. The training set was used in data generation and reduction
steps as well as in determining the best parameters for SVM using SA. The SVM algorithm was trained
using a linear kernel for all training datasets. Finally, the test set was used to evaluate the performance
of the classification and all metrics described in Section 4.2 are computed.

4.4 Results and Discussion

In this section, the results of the proposed method are presented. It contains two categories which
are the reporting of the results for data pre-processing and follows by the classification results. The
first phase of the proposed method aims to increase the number of data in the minority class through
synthetic data generation and reduction steps. Meanwhile, in the next phase, the classifications of
testing datasets were implemented and reported in the second subsection.

4.4.1 Data Generation and Reduction Results

Table 2 tabulated the details of the results from this phase where the original and a new number
of the data are reported for each selected dataset along with the percentage of increment of samples
in the minority class. As can be seen from Tables 1 and 2, the number of synthetic data generated for
the minority class is proportional to the imbalanced ratio for the dataset. The higher the imbalanced
ratio will result in more synthetic data being generated for the minority class. For example, in the case
of the hepatitis dataset, the imbalanced ratio of 3.84 has in turn yielded a massive 284% more samples
generated for its minority class. The PCA plot was used to illustrate the distribution of the first two
principal components in the feature space for each dataset before and after the data pre-processing
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algorithm was executed. Plots for all datasets are shown in Fig. 3. This is to visually demonstrate
the efficacy of the proposed data generation and reduction algorithm in achieving a balanced dataset
before the training of a classifier.

Table 1: Overview of datasets used

Dataset Total samples Classes Imbalanced ratio

Australian 690 0, 1 1.25
Breast cancer 286 No-recurrence-events, recurrence-events 2.36
German 1000 Good, bad 2.33
Heart 270 Absence, presence 1.25
Heart disease 303 0, 1 1.20
Hepatitis 155 Live, die 3.84
Ionosphere 351 Good, bad 1.79
Kidney 400 ckd, notckd 1.67
Liver 245 1, 2 1.38
Sonar 208 Rock, mine 1.14

Table 2: Data generation and reduction results

Dataset Class Original number
of data

After data generation
and reduction

Number of synthetic
data samples (%)

Australian 0 383 383
1 307 419 36.5

Breast cancer No-recurrence-events 201 201
Recurrence-events 85 215 152.9

German Good 700 700
Bad 300 712 137.3

Heart Present 150 150
Absent 120 150 25.0

Heart disease 0 165 165
1 138 165 19.6

Hepatitis Live 123 123
Die 32 123 284.4

Ionosphere g 225 225
b 126 246 95.2

Kidney ckd 250 250
notckd 150 250 66.7

Liver 2 200 200
1 145 195 34.5

Sonar Mine 111 111
Rock 97 112 15.5
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(a1) (a2) (b1) (b2)

(c1) (c2) (d1) (d2)
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Figure 3: PCA plot showing the distribution of principal components of the dataset before (noted with
1) and after (noted with 2) data generation and reduction algorithm; (a) Australian, (b) Breast cancer,
(c) German, (d) Heart, (e) Heart disease, (f) Hepatitis, (g) Ionosphere, (h) Kidney, (i) Liver, and (j)
Sonar
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As seen from Fig. 3, all corresponding PCA plots after data generation and reduction (denoted
with index 2) have validated the ability of the algorithm to synthetically increase the data in minority
class towards balancing the dataset without altering the generalization of data distribution in feature
space.

4.4.2 Classification Results

In this section, the classification results of the test set from the selected dataset shown in Table 1
are reported. The test set is the unseen data set aside from the main dataset before the pre-processing
algorithm is executed. The classification results of the original training and test dataset using SVM
are as tabulated in Table 3. These results are based on the implementation of the conventional SVM
algorithm and will be used as references in comparison to the proposed method.

Table 3: Classification results of the dataset using only conventional SVM formulation

Dataset Precision Recall F1 Acc

Australian 0.85 0.83 0.83 83.09
Breast cancer 0.68 0.71 0.68 70.93
German 0.7 0.73 0.7 73
Heart 0.77 0.77 0.76 76.54
Heart disease 0.87 0.86 0.86 86.23
Hepatitis 0.79 0.81 0.8 80.85
Ionosphere 0.79 0.79 0.79 79.24
Kidney 0.97 0.97 0.97 96.66
Liver 0.54 0.58 0.52 57.69
Sonar 0.94 0.94 0.94 93.65

From Table 3, kidney and sonar datasets have recorded the best accuracy and F1 score compared
to the other datasets. Meanwhile, the liver dataset was found to have the worst accuracy registered at
only 57.69% with the lowest reading of precision, recall and F1. This is due to the high overlapping of
the data in the liver dataset as shown in Fig. 3i1 despite having only an average imbalanced ratio at
the value of 1.38 as tabulated in Table 1. On the contrary, the hepatitis dataset which has the highest
imbalanced ratio of 3.84 reported a good accuracy rate of 80.95%.

Table 4 tabulated the classification results using the proposed method. Clearly from the table, the
accuracy values reported are improved for all datasets. The classification results for the breast cancer
dataset using the proposed method have achieved the best improvement of a more than 20% increase in
accuracy compared to only 70.93% when classified with the conventional SVM algorithm. To achieve
this, the training set for the breast cancer dataset was trained with the value of T and V fixed at 1.5
and 0.8 respectively and the number of iterations was set at 250. Then, the best parameter C found by
the improved SA algorithm is 994.8.

For liver, heart, and heart disease datasets, the accuracy has improved significantly between 10%
to 15% while all other datasets have recorded an improvement by at least more than 2% when classified
with the proposed method compared to the classification with conventional SVM. On another note,
it can be observed from Table 4, the number of iterations initialized in the proposed improved SA
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depends on the distribution of the datasets including their separability in the feature space. Half of the
datasets required a higher number of iterations such as more than 100 for the solution to be found.

Table 4: Classification results of the dataset using the proposed method showing optimal penalty
parameters and accuracy

Dataset T V Num_of_iter C Precision Recall F1 Acc

Australian 3 0.9 300 0.01458898 0.88 0.88 0.88 88. 38
Breast cancer 1.5 0.8 250 994.8051566 0.93 0.93 0.93 92.56
German 3.5 0.7 5 0.023230354 0.82 0.81 0.81 80.66
Heart 3 0.8 100 0.020246709 0.87 0.87 0.87 86.95
Heart disease 4 0.7 120 1 0.99 0.99 0.99 99.33
Hepatitis 3.5 0.8 300 0.044709368 0.91 0.91 0.91 90.54
Ionosphere 2 0.8 5 0.352617768 0.87 0.87 0.87 86.52
Kidney 2.5 0.9 20 0.154 0.99 0.99 0.99 99.33
Liver 2.5 0.9 10 1 0.52 0.72 0.6 72.03
Sonar 4 0.7 25 1.5 0.99 0.99 0.99 98.9

Meanwhile, in Table 5, the detailed results of the performance metrics for each majority and
minority class in the dataset are tabulated. This is to examine the efficacy of the proposed method
in achieving the aim of balancing the dataset and at the same time increasing the classification results
compared to the implementation of the original dataset with conventional SVM. As can be seen
from Table 5, all datasets recorded an increment in the accuracy measure as well as precision, recall,
and F1 measure for their minority class except the australian dataset where the accuracy is slightly
dropped although all other measures are recorded higher. Two minority classes from breast cancer and
liver datasets have recorded the highest increment in accuracy measure registering at more than 60%
follows by german, hepatitis, and sonar datasets at 44%, 35%, and 29% respectively. These indicate the
effectiveness of the proposed data pre-processing technique which has resulted in better performance
for the minority class’s data. However, despite the improvement in the overall accuracy measure for
all datasets as tabulated in Table 4 in comparison with Table 3, a closer examination of the accuracy
at the class level in Table 5 revealed that four of the majority classes have recorded a decrement. This
can be seen in the data for class 1 (majority) of the liver dataset where the accuracy measure has
significantly dropped by almost 35% in the proposed method when compared to the implementation of
conventional SVM. The other three majority classes from german, hepatitis, and ionosphere datasets
also had similar trends but with only a smaller decrement of less than 6%.

To demonstrate the effectiveness and performance of the proposed classification method, the
ROC curve was used, and the AUC was computed for every dataset as shown in Fig. 4. As can be
seen from the figure, the proposed method performs well in the classification of the heart disease,
kidney, and sonar datasets registering an AUC of 1. This is followed by breast cancer, australian,
ionosphere, and hepatitis with AUC of 0.95, 0.94, 0.93, and 0.91, respectively. At the lower end is the
classification of the liver dataset with an AUC of 0.69 only. In general, these data have supported the
reliable performance of the proposed method in dealing with binary classification problems.
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Table 5: Performance metrics for each of the majority and minority classes in the dataset

Dataset Class Conventional SVM Proposed method

Precision Recall F1 Acc Precision Recall F1 Acc

Australian 0 0.91 0.76 0.83 76.1 0.9 0.85 0.88 85.21
1 0.76 0.91 0.83 91.48 0.87 0.91 0.89 91.26

Breast
cancer

Recurrence-
events

0.74 0.9 0.81 90 0.96 0.89 0.92 96.61

No-recurrence-
events

0.54 0.27 0.36 26.92 0.89 0.97 0.93 88.7

German Good 0.76 0.91 0.83 91.07 0.76 0.89 0.82 88.94
Bad 0.57 0.29 0.38 28.73 0.87 0.73 0.79 72.68

Heart Absent 0.74 0.83 0.78 82.926 0.81 0.9 0.85 89.74
Present 0.8 0.7 0.75 70 0.92 0.85 0.88 84.9

Heart
disease

0 0.94 0.79 0.86 79.452 0.99 1 0.99 100

1 0.8 0.94 0.87 93.846 1 0.99 0.99 98.76
Hepatitis Live 0.85 0.92 0.88 91.89 0.94 0.86 0.9 86.11

Die 0.57 0.4 0.47 60 0.88 0.95 0.91 94.73
Ionosphere g 0.82 0.89 0.85 88.73 0.86 0.85 0.85 84.84

b 0.72 0.6 0.66 60 0.87 0.88 0.87 88
Kidney ckd 0.99 0.96 0.97 95.94 0.99 1 0.99 100

notckd 0.94 0.98 0.96 97.82 1 0.99 0.99 98.8
Liver 1 0.6 0.85 0.71 85.48 0.64 0.51 0.57 50.84

2 0.44 0.17 0.24 16.66 0.66 0.77 0.71 77.02
Sonar Rock 1 0.88 0.93 87.5 1 0.99 0.99 98.5

Mine 0.89 1 0.94 70.96 0.97 100 0.98 100

(b)(a)

Figure 4: (Continued)
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(h)

(d) (e)(c) (f)

(g) (i) (j)

Figure 4: ROC curve for classification results for each dataset; (a) Australian, (b) Breast cancer, (c)
German, (d) Heart, (e) Heart disease, (f) Hepatitis, (g) Ionosphere, (h) Kidney, (i) Liver, and (j) Sonar

5 Conclusion and Future Works

In this work, a hybrid approach involving a data pre-processing strategy and an improved
SVM parameter searching algorithm was proposed to overcome the problem of imbalanced data
classification. This approach is based on a new strategy to pre-process the dataset and utilization of
improved SA algorithm to optimize the parameter searching of the SVM classifier. In the data pre-
processing stage, an effective synthetic data generation and reduction strategy was proposed to balance
the number of data between the majority and minority classes in the dataset. Experimental results have
demonstrated the effectiveness of this data pre-processing technique where all the distribution of the
data between classes used in this study has been successfully enhanced. Moreover, the proposed data
pre-processing technique can retain the original generalization characteristics of the data in feature
space as shown in PCA plots after the introduction of synthetic data into the initial set.

For an improved SA algorithm, a new compensation parameter for the declining temperature
was proposed to enhance the effectiveness of the acceptance criterion. This improvement has been
shown to increase the accuracy of searching for the best penalty parameter for the SVM classifier
by imposing better acceptance criteria compared to the conventional approach of SA. Experimental
works were conducted using ten selected publicly available datasets have shown that the pre-processing
strategy was effective in balancing the number of data between classes in the dataset. Further analysis
was done in classification tasks where the outcomes have demonstrated that the SVM trained with
the proposed improved SA outperformed conventional implementation of SVM in all ten datasets in
terms of overall accuracy measure. Hence, as can be seen from the results, the proposed approach is a
competitive hybrid strategy in dealing with class imbalances.

Further research works can be done to investigate the potential of the proposed approach in
dealing with a highly imbalanced dataset as well as overlapping classes. Also, a comparative study
involving state-of-the-art methods in this application can be further explored. Additionally, the study
on the parameter searching of SVM using improved SA can be expanded to investigate the relationship
between data distribution and the number of iterations involved.
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