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Abstract: Expert Recommendation (ER) aims to identify domain experts with
high expertise and willingness to provide answers to questions in Community
Question Answering (CQA) web services. How to model questions and users
in the heterogeneous content network is critical to this task. Most traditional
methods focus on modeling questions and users based on the textual content
left in the community while ignoring the structural properties of heteroge-
neous CQA networks and always suffering from textual data sparsity issues.
Recent approaches take advantage of structural proximities between nodes
and attempt to fuse the textual content of nodes for modeling. However,
they often fail to distinguish the nodes’ personalized preferences and only
consider the textual content of a part of the nodes in network embedding
learning, while ignoring the semantic relevance of nodes. In this paper, we
propose a novel framework that jointly considers the structural proximity
relations and textual semantic relevance to model users and questions more
comprehensively. Specifically, we learn topology-based embeddings through a
hierarchical attentive network learning strategy, in which the proximity infor-
mation and the personalized preference of nodes are encoded and preserved.
Meanwhile, we utilize the node’s textual content and the text correlation
between adjacent nodes to build the content-based embedding through a
meta-context-aware skip-gram model. In addition, the user’s relative answer
quality is incorporated to promote the ranking performance. Experimental
results show that our proposed framework consistently and significantly out-
performs the state-of-the-art baselines on three real-world datasets by taking
the deep semantic understanding and structural feature learning together. The
performance of the proposed work is analyzed in terms of MRR, P@K, and
MAP and is proven to be more advanced than the existing methodologies.
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1 Introduction

Recent years have witnessed a spectacular increase in real-world applications of Community
Question Answering (CQA), such as Quora, Stack Overflow, and Zhi Hu. On these online service
platforms, people exchange knowledge and information in the form of posting questions and providing
answers almost every second. According to statistics, as of November 2020, the Stack Overflow
community has accumulated more than 14 million registered users, who have asked 21 million
questions and received 31 million answers [1]. Unfortunately, not all questions have been answered
in time, and even a large number of questions have been put on hold for a long time without getting
attention. Meanwhile, it is difficult for a potential expert with professional knowledge and answering
willingness to find suitable questions to provide answers. The gap between the pending questions and
the potential experts has seriously hindered knowledge sharing and experience exchange in CQA.
Therefore, the expert recommendation task aims to identify domain expert users and push unresolved
questions to appropriate experts to obtain fast and high-quality answers is an effective strategy to
bridge this gap. Most traditional methods are textual content-based, which construct user profiles by
collecting their activity text evidence stored in CQA achieves and take the expert recommendation
as a text matching task. Specifically, they turn the question sequence and the user profile into dense
meaningful feature vectors by using language models [2,3], topic models [4-6], or deep neural networks
(e.g., CNN’s or LSTM?s) [7,8], and then conduct further matching based on learned embeddings.
Although these methods have achieved promising performance [6,9,10], especially with the significant
improvement brought by deep learning methods [7,11,12], several challenges have not been addressed
so far. First, content-based methods have been plagued by data sparseness issues for a long time since
the average participation rate of users in the Q&A community is low. Most of the answers come from
a small number of users, resulting in very sparse text information available to evaluate users [13,14].
Take the user’s activities in Quora as an example [15,16], 90% of questions on Quora have less than
ten answers and Over 30% of Quora registered users haven’t responded to any question, the number of
users who answered more than 4 questions is only 16.74%. Second, the capacity of text understanding
of currently used deep neural networks (e.g., CNN’s or LSTM?s) is still limited, especially when dealing
with short questions. Third, content-based methods focus on textual information analysis, while
ignoring the structural features of the CQA network and the relationships between different entities.
A CQA network is a typical heterogeneous information network (HIN) in which the heterogeneous
information provided by different types of entities and edges retains more semantically meaningful
information than homogeneous networks. Taking the Stack Overflow platform as an example, as
illustrated in Fig. 1a, which consists of three entity types: Question, Answerer, and Tag, and two
relationships: an answerer provides an answer to a question, and a tag belongs to a question to
indicate the knowledge domain of a question. We can introduce two meta-paths: “Answerer-Question-
Answerer (AQA)”, and “Answerer-Question-Tag-Question-Answerer (AQTQA)”. The semantics of
the two meta-paths give two specific definitions of how the two answerers are seen as relevant or
similar. Therefore, intuitively, we can conclude that making use of the structure and relationship
information hidden in the CQA network will greatly improve the performance of the expert finding and
recommendations. Moreover, a lot of work have shown that encoding the interaction activities between
nodes is invaluable for node modeling in CQA [17,18]. Compared to content-based methods, a few
approaches based on network topology learning have emerged to address the expert recommendation
task in the community more recently. Especially the random-walk-based methods [7,18-20] and
meta path-based methods [21]. They focused on analyzing structural proximity between nodes and
attempted to fuse the textual content of nodes during the learning process. However, they usually
only consider the content of a part of the nodes (usually the nodes whose node type is in question)
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and ignore the semantic correlation between different types of nodes, resulting in the loss of semantic
information. Furthermore, in random walk-based methods, the transitions between nodes are selected
completely randomly, lacking the consideration of heterogeneous information of network nodes,
such as the type of nodes. Meanwhile, in existing meta path-based methods, meta-paths are not
distinguished and they assume the same weights of meta paths for all nodes, which results in the
inability to capture the personalized preferences of each node on meta paths. Still taking the Stack
Overflow network as an example, sometimes it can be considered that different users who answer the
same question are close, and sometimes even though two different users answer different questions, if
these questions involve the same domain, the two different users may also be considered to be close to
each other in a specific field and have a strong interest in the same topic. Furthermore, given a certain
meta path, i.e., Answerer-Question-Tag-Question-Answerer, an answerer can be connected to other
answerers by different path instances. However, the tags connecting them may be rough or coincidental,
and there may be several tags connected to the question. Therefore, distinguishing different meta
paths and path instances in the CQA network embedding methods can highlight the most relevant
information and ignore the noise to obtain better node embeddings.
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Figure 1: The overview of combined node embedding learning for CQA heterogeneous content net-
work (a) The CQA heterogeneous content network is constructed by integrating structural proximity
as well as node content information. (b) The extracted topology-based network. (c) The extracted
content-based network. (d) The meta path schemes. (¢) Two types of embedding for the question node.
(f) Two types of embedding for the answerer node

To solve the above limitations, in this paper, we propose a novel model ER-HCNE, which stands
for Expert Recommendation via Heterogeneous Content Network Embedding. ER-HCNE considers
both network structural information and textual content information to find suitable domain experts
to answer a given question in a CQA heterogencous network. Specifically, we construct a competitive
heterogeneous content network according to users’ behavior in the CQA and develop it into a
topology-based network and a content-based network to learn node representations from two different
perspectives. A hierarchical attentive network learning algorithm is deployed to learn the topology-
based embedding, aiming to preserve nodes’ structural proximity information and personalized pref-
erences. The content-based embedding is constructed by combining the textual correlations between
adjacent nodes learned by a meta-context-aware skip-gram model and the textual representation of
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nodes learned from a pre-trained deep bidirectional representation model. In addition, the rich non-
linear ranking information contained between answers is also used to calculate the final relative quality
ranking score of the answerers.

The rest of this paper is organized as follows. In Section 2, a brief review of the most relevant work
is mentioned. Then, we gave the problem formulation in Section 3. In Section 4, a novel framework is
introduced and its details are described. And in Section 5, the experiment settings and related results
are presented and compared with other methods. In addition, we conducted in-depth discussions on
several aspects. Finally, Section 6 gives conclusions and future work.

2 Related Works
2.1 Expert Recommendation

Two research works that have been extensively studied in the social community are very close to
our expert recommendation tasks, namely expert finding and question routing. In most cases, these
three tasks can be considered equivalent. Methods to solve them can be broadly divided into two
categories: text representation-based and network embedding-based.

The text representation-based approaches mainly focus on word representation and text semantic
understanding. It usually represents the users with textual profiles according to their answering record
left in CQA achieves and take the problem as a text matching task, aiming to find out the most
relevant users’ profile to the newly posted question content. Traditional models includes statistical
language models [9] and topic models [22-24] rely heavily on term overlap or word co-occurrent,
resulting in limited text understanding ability to distinguish deep semantic features. In recent years,
deep learning neural networks is proposed to address the deep semantic patterns extraction problem,
leading to a significant performance improvement. For example, Azzam et al. [25] directly applied a
deep neural network DSSM (Deep Semantic Similarity Model) [26] to map the question and user’s
profile to a low-dimensional semantic space for more meaningful representation. It can be said that
methods based on neural networks (i.e., CNNs, RNNs, etc.) for expert recommendation tasks have
been more popular and effective for a long time. However, the limited receptive field to capture
long-distance dependencies lies in CNNs and the difficulty to parallelize lies in RNNs severely drags
down the performance of these approaches. In addition, text representation-based methods mainly
focus on deep textual content understanding, while ignoring the network structural proximity and
relations between different entities. Furthermore, many recent works [27,28] point out that the rising
star Transformer [29] and BERT [30] far outperform CNNs and RNNs on text semantics learning and
sequence relation exploring.

The network embedding-based approaches address the problem from another perspective by focus-
ing on network structure analysis. Random-walk-based methods [31-33], which adopt a random walk
strategy to expand the neighborhood of a vertex in large-scale networks to learn latent representations
of nodes, obtain a lot of attention in recent years. Chen et al. [34] both adopted Deep Walk [31]
to exploit the plentiful social information to solve the data sparsity problem. However, the main
limitation of these random walk-based methods is that they are suitable for learning relations in
homogeneous networks, but not sufficient for relation exploration in the multi-type and complex
heterogeneous social networks we need to deal with. The same author proposed another model named
APT [35] to tackle the challenge of directed graph embedding, which only considers user interactions
in the community without incorporating textual content.
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To overcome the shortcomings of the above methods and build more comprehensive node repre-
sentations for expert recommendation tasks, in our work, we use the textual content of various types of
nodes to learn content-based embedding and explore the structural properties between different nodes
through a hierarchical attentive network learning model, while retaining the individualized preferences
of nodes.

2.2 Heterogeneous Information Network Embedding

In recent years, the development of network embedding technology has highly promoted the
analysis and understanding of social networks. At the same time, inspired by deep learning and
Word2vec [36], several effective network embedding models such as DeepWalk [31], LINE [33], and
Node2vec [32] have emerged and is widely used in different tasks. However, these methods are designed
for learning node representations in homogeneous networks whereas CQA networks are heterogeneous
that consist of varieties of entities and complex links. Compared to homogeneous networks, the goal
of heterogeneous network embedding focus on retaining the structure and relational properties of
the network while projecting the nodes into the potential embedding space [37]. The learned node
vector can be used as the input of deep learning related algorithms to complete tasks such as question
answering, node classification, and social network analysis.

Several attempts have been made in HIN embedding and achieved promising performance in
various domains. Tang et al. [38] designed a skip-gram based model called PTE decomposes the input
heterogeneous network into several homogeneous networks and then performs network embedding
individually. Dong et al. [39] proposed Metapath2vec in 2017, which uses meta path based random
walk to construct the heterogeneous neighborhood of each node. In this method, the walker is
restricted to transition between different types of nodes in a unified way instead of the random
walk. Compared with PTE, Metapath2vec can better capture the structural dependencies between
different types of nodes. Later, various approaches leverage meta paths to construct heterogeneous
contexts for learning embeddings. Fu et al. [40] proposed an approach that directly uses meta paths
as contexts to learn embeddings for vertices by jointly conducting multiple prediction training tasks.
HeteSpaceyWalk [41] exploits the heterogeneous personalized spacey random walk to learn embed-
dings for multiple types of nodes guided by meta paths, graphs, and schemas, respectively. Although
the above-mentioned-methods have utilized meta paths to know the comprehensive proximity and
semantics between nodes, they do not distinguish meta paths or path instances for nodes.

The major drawbacks of the existing methodologies is the inefficiency in determining and
distinguishing the meta paths between the nodes or the instance path of nodes. The setback in
determining the meta path, path based context are the major challenging factors of the existing
methods.

3 Problem Formulation

In this section, we introduce the concepts of heterogeneous content network, meta path, meta
path instance, meta path-based context, and node embedding. Finally, we formally define the expert
recommendation problem.

Definition 1 (heterogeneous content network ). A heterogeneous content network (HCN) is defined
as a network G = (V, E, C), where V is the set of nodes, £ = {e,.j}i_fi_l is the set of edges, and C =
{ci, ¢y ..., ¢} denotes the text information of nodes. Specifically, e; denotes the relationship between
two nodes (v;, ;) linked with each other, ¢; is a word sequence associated with node v; denoted as
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¢ = {w,wy,..., W|Ci|}, where |¢;| is the number of words in ¢;. ¢: V' — Ty, and : E — T, are two
types of mapping functions associated with each node and edge, respectively. Each node v, € V is
mapped to one particular node type in 7, and each edge ¢ € E is mapped to one particular edge type
in Ty, where |T)| + |T;| > 2.

In our task, the dataset is built upon the static archive of the CQA website, which keeps all the
Q&A records accumulated over time. We create the Questions set O = {¢,, ¢, ..., ¢;} and Answerers
setA = {a,,a,,...,a,}, separately, where k is the number of questions and m is the number of users who
have answered questions. Meanwhile, each question has several different tags to identify the knowledge
domain to which it belongs. We define the Tags set T' = {¢,, t,, . . ., t;}, where i is the number of tags. The
CQA network in big Q&A data can be seen asan HCN, asillustrated in Fig. 1a,in which V' = QUAUT.
A question could be answered by different users, and a tag could belong to different questions. It is
worth noting that there is only one best answerer for a certain question (the black bold dotted line
means “provides the best answer” in Fig. 1a).

We emphasize that the CQA heterogeneous content network defined in our model is different from
the commonly defined HIN network since we consider the content related to each node instead of only
focusing on structural proximity between nodes.

Definition 2 (meta path). A meta path X is defined as a sequence of relations connecting different

I
types of nodes in the form of p, A D> A . D S Dist - iy pe-l =L olo...ol_ denotes the

composite relations between node types p, to p., p; € Ty.

For example, in Fig. 1d, the meta-path “AQA” extracted from the network denotes the co-answer
relationship of a question between two answerers. In addition, the two answerers can also be connected
by another meta-path “AQTQA”, which shows that even if the two answerers do not appear in the
same question thread, we can also infer from the links that they have similar expertise backgrounds
and interests, consistent with the overlapping knowledge areas covered by the questions.

Definition 3 (meta path instance). Given a meta path A of a heterogeneous graph, a meta path
instance 7, is defined as a node sequence in the network which generates according to the sequence of
types in A. When a meta instance connects node v; and node v, where the node v; is the target node, we
denote this meta instance as ;.

Definition 4 (meta path based context, MPBC). Given a meta path instance [,;, the meta path A
based context of the target node v, is denoted as C’, which is defined as the node sequence in the rest
of the meta path instances excluding v;.

Assume I, = {[,,,..., [} is the set of generated meta path instance. C; is the context of v, If
L, = v,v,v39,v596v, . ... and the context window size is 2, then {v,, v, v5, v} € C, denotes the context
of v,. In addition, we regard the node pair {(v,, v,), (v, v3) , (V, ¥5) , (v4, v6)} as the positive samples of
node v,.

Definition 5 (node embedding). Given a heterogeneous content network G = (V, E, C), the node
embedding aims to project each node v, € V' into a low-dimensional latent space where each node can
be represented as e € R/(d <« |V|). The learned representation for each node e is supposed to preserve
both the network structural proximity information and textual relevance information.

Definition 6 (expert recommendation problem) The overall view of our expert recommendation
problem is illustrated in Fig. 2. Given a set of archived question sessions including answerers list, tags
list, and content information (i.e., question’s title and body, answerers’ profile, and content of tags),
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our task is to train a model and rank all potential answerers for a newly posted question, the top-
ranked answerer is recommended as the domain expert for the question. In summary, we declare the

main Notations in Table 1.
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Figure 2: Overall view of expert recommendation problem

Table 1: Notations

Symbol Description

G The CQA heterogeneous content network.

V,E,C The node set, edge set, and contents of nodes.

e; The relationship between two nodes (v;, v;) linked with each other.
ceC The text document associated with each node v,.

d The dimension of node embeddings.

A A meta path.

I, A meta path instance is generated according to A.

C: The meta path A based context set of the target node v,.

POS The set of all positive node pairs generated through meta path based random walks.
NEG The set of all negative sampling node pairs.

4 Proposed Model

In this section, we first demonstrate the overall framework of our proposed model. Then the details
of our method will be described in Sections 4.2-4.4.

4.1 Overall Framework

We formulate the expert recommendation as a ranking task based on integrated node embedding
by taking into account the partial ordering constraints contained in the CQA network. First, based on
the released archive of the CQA website, we construct a heterogeneous content network that contains
the textual content information of different nodes, unlike previous HINs that only contain nodes
and edges. As shown in Fig. 1, the constructed heterogencous CQA content network contains the
user’s past answering interactions (structure information) and the textual content information of each
node. We can view the whole big Q&A data as two different networks in terms of structural proximity
links and semantic content similarity links, as shown in Figs. 1b and lc. Then, we design our learning
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model by using a HIN network embedding method equipped with hierarchical attention [42] to learn
the topology-based embedding e’, aiming to explore the proximity relationship between nodes and
obtain network embeddings with more personalized preferences. Meanwhile, a meta-context aware
skip-gram model is deployed to learn content-based embeddings ¢ by taking advantage of the large
amount of textual information contained in each node. Both learned embeddings aggregate structural
or semantic information upon the sequences of context nodes generated by meta-path-guided random
walks. Figs. ¢ and If illustrate the two types of embeddings. The overall node embedding e € R for
each node is constructed by concatenating these two types of embeddings as shown below:

e = Concat(e', ¢°) (1)

where Concat () denotes the concatenation operation. The details of learning the topology-based
network embedding and the content-based node embedding will be discussed in Sections 4.2 and 4.3.

After that, we use the ranking metric function o to computer the probabilities of candidate
answerers contributing the “best answers”, which is defined as follows:

o (e,e) =ele, (2)

Based on users’ relative quality facts and the goal to learn the relative ranking of users to answer
a specific question, we use the partial ordering constraints contained in the network to address the
ranking and recommendation, the details will be discussed in Section 4.4. We train a model using
positive and negative samples drawn from the network, and then implement recommendations based
on our trained model when given a newly posted question with tags, title, and description.

4.2 Topology-Based Embedding via Hierarchical Attentive Meta Path

In this section, to explore the structural relationship and proximity properties in the heterogeneous
CQA network, we deploy a hierarchical attention HIN embedding method [42] to learn the embedding
of two target type nodes whose node type is question and answerer. Based on the previous definition
and introduction of meta-path and path instance in Section 3, we will not repeat these two concepts
but focus on explaining the hierarchical attention mechanism of the path instance attention layer and
meta-path attention layer.

Givena CQA HIN G = (V, E, C) and ameta path A, nodes are connected by meta path instance 7, .
Many existing HIN embedding-based methods [43,44] have used the meta-path-based random walk
to learn the overall proximity between nodes by maximizing the probability of predicting the node
given its contextual nodes, but they do not distinguish meta-paths and the difference between path
instances. As a result, the personalized preferences of nodes on meta paths and in path instances cannot
be captured, and the proximity of nodes to be preserved is incomplete [42]. Therefore, to address the
problem of indiscriminate learning, we deploy a hierarchical attention mechanism on the meta-path
attention layer and the path-instance attention layer respectively to learn each node’s personalized
preference.

Combining MPBC embeddings by path instance attention layer. The path instance attention layer
aims to learn the embedding E* according to the meta path A by distinguishing the path instances.
To learn this embedding, we not only rely on the information of the node itself but also collect
the information of the context nodes connected by path instances. Meanwhile, we distinguish path
instances based on the similarity of structural features. Specifically, the normalized meta path based
on the adjacent vector A4’ is used as the structural feature representation of node v;, and the nodes that
connect to node v; by path instances will be assigned an attention coefficient *. Intuitively, those nodes
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that share similar structural features with node v; will be highlighted by assigning a larger attention
coefficient. Considering that the meta-path-based adjacent vector is usually high-dimensional and
sparse, we first project the structure feature 4* into d dimensional space:

A = WA A = WA 3)
where W* € R¥ denotes the structural feature transformation matrix. Then the similarity calculation

is performed to get the transformed feature similarity s, between two nodes v; and v; based on meta
path A:

L (@)
S = T
N R h

we calculate the path instance attention coefficients ¢* for each node and gathered the information
from the meta-path-based context C to know the aggregated neighborhood embedding »*:

G

where ag. is the path instance attention coefficient of node v;, C} is the context node set that connect
to node v, within path instances based on A, o represents the tanh activation function. Finally, the
aggregated neighborhood embedding x; and the node’s feature embedding A4; are concatenated
together to generate the final meta path based embedding e}:

¢! = Concat (}:é’_, A,*) w* (6)

4)

where W € R**“ denotes a learnable linear transformation matrix. In summary, the vector e} learned
from the path instance attention layer is a composite representation which contains its own node
structural information and the meta path based global structural information.

Topology-based comprehensive embedding by meta path attention layer. The meta-path attention
layer aims to learn the comprehensive embedding E’ by weighted combining the meta-path-based
embeddings learned from the path instance attention layer to capture the personalized preference on
meta paths of each node. A randomly initialized meta-path preference vector r, € R"* for each node
v; is introduced to perform the meta-path attention mechanism, which will be updated during the
training process. To get the personalized attention coefficients on meta path A for node v;, we first
measure the similarity between r; and transformed meta path based embedding e/ learned from the
previous path instance attention layer, and then we calculate the meta path attention coefficient n’:

r’ o (We+b) exp (x})
= . ni = L
Il - o (Wre: +b,) > exp (x})
where W € R%* is the transformation matrix, b, denotes the bias parameter, o denotes the ranh

activation function, and p denotes the number of meta paths. We get the final topology-based
comprehensive embedding ¢’ by weighted merging operation:

d=y e (8)

In summary, the hierarchical attention mechanism deployed from the above two different perspec-
tives enables our model to learn the discriminate scores of the structural proximity between each node
and its neighbor nodes connected by path instance and to highlight the node with the most topology-
related information on the meta-path.

A

Xi

(7
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We learn the parameters in a task-specific semi-supervised environment by exploiting more
information contained in the CQA network. Specifically, we integrate the representations of nodes
into a node classifier (implemented with a full connection layer with softmax function) to infer the
probability of node v; on label /. The loss function aims to minimize the Cross-Entropy loss between
the ground truth and the predictions:

L =— ZLVI Z’; Lin (P (e),) )

where P (e§) , € 10,1} is the predicted result of node v, on label /, and ¢; € {0,1} is the ground truth
of node v; on label /. We can further employ several node classifiers for different types of nodes. The
parameters of hierarchical attention layers are shared and trained by multiple classifiers.

4.3 Content-Based Embedding via Meta-Context Aware Skip-Gram Model

Our proposed model ER-HCNE is anticipated to integrate typical heterogeneous information,
such as the type information of different nodes, node textual content, etc. In Section 4.2, we use a
meta-path based random walk method to obtain topology-based embeddings, which exploits node
type information by restricting transitions between nodes by meta-paths. However, the large amount
of textual content information contained in nodes and textual relevance between different nodes
have not been fully explored. Therefore, in this section, we focus on how to utilize node textual
content information to obtain the content-based embedding ¢°, aiming to better understand node
text semantics and text correlation between nodes, thereby enhancing node representation. Apart
from previous studies which obtain node’s content embedding by directly using node own textual
content through a feature extractor (i.e., an LSTM-based model or a CNN-based model), we designed
a new method to obtain contextual embedding by a meta-context aware skip-gram model with
negative sampling. More specifically, we first encode each node textual content ¢; into a vector as
the textual feature representation of node v, and then capture the semantic relevance by maximizing
the probability of predicting the target node given its related nodes.

Encode node textual content. To encode each node textual content into fixed length feature
embedding, we introduce the pre-trained deep bidirectional Transformers based model BERT [30].
The final output of BERT.,,... encoder is denoted by ¢ € R/, where [ is the number of terms of a
node textual content. According to Definition 1, we take different components to construct the textual
content of different types of node c¢;. Specifically, when the node type is the question, answerer, and tag,
the node content is the combination of the question’s title and body, the title combination of questions
for which the user has provided the best answer, and the term of the tag, respectively. Given the node

content ¢; = {cl,¢?, ...,c!}, where ¢, is the j-th term in ¢; and [ is the number of terms in ¢;. We take
each node content ¢; as input for BERT,,,...
e = BERT, ... (CLS], ¢}, ¢, ..., c,,[SEP]) (10)

where [CLS] and [SEP] are two special tokens that mark the beginning and the end of a sentence.

The encoder used in BERT was introduced from Transformer [29] which is a multi-head self-
attention deep learning architecture. Compare with CNNs or LSTMs adopted in previous works
[8,18], BERT generates dynamic contextual word embedding, which is a function of the entire input
text by taking into account the word dependencies and sentence structures. Given an input node text
sequence of length /, it will go through several layers of encoders to generate / vector representations
of length 768 at each layer according to each token. In particular, we would like to get a single vector
representation of the whole textual sequence. To achieve this, we average the last four hidden layers of
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each token to produce a single 768-length vector and project it to a 128-dimensional vector space as
the final node content feature representation e”".

Due to the space limitations, we will no longer introduce the Transformer encoder blocks in detail
since many previous works have been discussed and the mathematical details can be found in [29,30].

Combing contextual node information on MPBC. So far, the individual textual information-based
embedding ¢ for each node is generated. However, each node is not isolated in the network, and it is
proved to be very effective and necessary to combine the content of contextual nodes to understand the
semantics of the current node [36,45]. To integrate context node information and explore the degree
of influence by different context nodes, we first calculated the attention coefticient for each pair based
on the text similarity evaluation:

(eown) r . e
i J

[T T

(11)

similarity(v;, v;) =

and then a weighted sum representation is constructed to strengthen the node content embedding:
exp(similal”il‘y(Via Vj)) own (12)
i 3o (similarity (v, v)

Skip-gram with negative sampling for Content-based Embedding learning. We treat the node
sequence sampling from meta-path-guided random walks as a sentence and each node as a word in
the sentence. Our goal is to maximize the following probability:

g = H:p (v;|context(v,)) = HZ HV_E{C_) o (e e_;ﬁ) (13)

where p (v;|context(v;)) defines the probability of predicting the node v; given the contextual nodes
context(v;). e; and e is the node content embedding of node v; and v;, respectively. C,; is the context set
of the target node v, and o(x) = 1/(1 + exp(—x)) represents the logistic function.

¢ = tanh (e +

In order to maximize the conditional probability between e, and e; and relieve the expensive
computational cost of softmax function for all nodes, the negative sampling [46] strategy is adopted
to approximate the objective function as follows:

L, = ZW}_EPOS log (o (¢ - €)) + Z(V,.,WEG log (—o (¢ - €)) (14)

where POS is the set of positive node pair samples, and NEG is the set of negative node pair samples.
During the training process, the positive samples are generated by retrieving the neighbors in the meta
path guided random walks with a length-w sliding window, while a negative sample v, can be randomly
drawn from the distribution p(vj|v,) for each neighbor.

4.4 Joint Learning and Ranking Loss for Recommendation

In Sections 4.2 and 4.3, we describe how to characterize the nodes in CQA heterogeneous networks
more accurately from two perspectives by exploring the proximity relationship and semantic relevance.
With the above formulations, we optimize the following joint objective function, which is a weighted
combination of the topology-based embedding loss and the content-based embedding loss:

LemeV*Lr+(1_V)*Lc (15)

where y € [0,1] is a parameter to balance the importance of the two loss functions. When y
increases, more structural information will be considered to characterize the nodes in the network,
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and conversely, textual content information will account for a larger share. According to Eq. 1, the
final learned representation e of each node can retain the network structural proximity and the textual
content relevance of nodes and will be used as the features of questions and users for the following
ranking and recommendation modules. According to our observations on the form of the question
thread in the Stack Overflow Q&A community, we formulate expert recommendations as a ranking
task after learning the compound node embedding e. Specifically, two partial ordering constraints
contained in question sessions can be observed: (1) Users who provide answers to the question ¢; should
have a higher score than those who did not. (2) The answerer who provided the “best answer” to the
question ¢; should have a higher score than other answerers in the same question thread. Therefore,
instead of expecting a specific probability, we apply a raking triple loss function to learn the relative
ranking of users to answer a certain question ¢; € Q in a question session. The ranking loss is shown
as follows by translating the above two constraints:

L, (©) = Zqieg Za* s (0 (enemt) — 0 (€g.0-)) + Z at e, (0 (eg0 €est) — 0 (4 €.4))

a ¢S, a* e S,
(16)

where s; denotes the list of answerers who provide answers to the question ¢;, and ¢, denotes the
compound embedding of ¢;. The variables e,+, ¢,-, and e represent the embeddings of the positive
answerers, negative answerers, and the best answerers, respectively. Maximizing L., (®) is to encourage
reducing the distance between the question and the actual answerer while capturing the relative quality
differences between different answerers.

5 Experimental Evaluation

In this section, we present experiments to evaluate the performance of our proposed method for
the expert recommendation task.

5.1 Datasets

Stack Overflow is one of the most popular programming Q&A communities used by millions of
programmers. Every achieved question includes the title, body, and several tags that identify the area
of knowledge involved and has only one best answer which usually with the highest number of votes.
The user who provides the best answer is selected as the best answerer. The profile of each user can
be found in detail on the page too, including the list of questions for which they have provided the
best answer and tags representing the user’s expertise and research field. We conduct our experiments
on a real-world CQA data dump collected from the Stack Overflow websites which was published on
March 14, 2017, covering from July 2008 to March 2017, and available online'. Specifically, to better
evaluate the performance, we constructed three datasets as described in [47] from three different fields:
Java, Python, and C#. Each selected question for evaluation is an archived question with an acceptable
answer (oot note text for li.e., the best answer) and at least 3 answers. Each question can be labeled
according to its relevant tag, and each author can be labeled according to his/her field of research,
which can be found in his/her profile. In total, we collected 29,511 questions, each of which was an
archived question with one best answer. However, the number of valid questions for evaluation in the

! https://archive.org/details/stackexchange
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three datasets is only 4661, 2609, and 6492, respectively. For each test question ¢, we create a candidate
answerer set consisting of 3 negative answerers randomly selected from the top 10% of the most active
users (excluding the answerers to the current question), as well as all positive answerers who are in
the answerer list of ¢g. The best answer provider is considered to have more expertise than the other
answerers in a question thread. Our goal is to find users’ relative quality rankings rather than scoring
users’ knowledge and expertise of a certain question. The statistical details of datasets are shown in
Table 2.

Table 2: Statistics of datasets

Tag # of Questions # of Valid # of active  # of edges Node type Meta-path
(with best Questions Users T,
answerer)
Java 11,940 4,661 2,977 20,749 Question(Q)  AQA
Python 5977 2,609 1,983 11,844 Answerer(A)  AQTQA
Cc# 11,594 6,492 4,903 32,615 tag(T)

5.2 Evaluation Metrics

We use three widely used evaluation metrics to evaluate the performance of our proposed model:
Mean Average Precision (M AP), Precision at K (p@K) and Mean Reciprocal Rank (MRR).

(1) MRR. The MRR denotes the average inverse of the rank of the correct answerer:

1 1
MRR = — 17
|NV| quQ rank; a7

where N denotes the total number of questions and rank; is the sequence location of the ground truth
answerer who provided the accepted answer.

(2) p@K. The p@K reports the proportion of predicted samples where the ground truth answerers
appear in the ranked top-K result. For example, p@J5 reports the percentage of ground truth answerers
appearing in the top 5 search results. A special example is P@1, which aims to calculate the percentage
of times the system ranks the correct answerer at the top.

(3) Mean Average Precision (M AP): The M AP reports the overall retrieval quality score, which is
the mean of the average precision scores for each question.

5.3 Baselines and Experimental Settings
Baselines We use the following methods for experiment comparison:
Content-Based Method

(1) LDA [36] is a three-level hierarchical Bayesian model, which relies on word co-occurrence as
well as having the ability of semantic understanding. In our experiments, we construct a user’s
profile by connecting all the questions answered by the user. For training, the Gibbs-LDA++
[37] with topic size K=100 is applied, and we set the LDA hyper-parameters too = 0.5and g =
0.1.

(2) OR-DSSM [48] was proposed by Azzam et al. by directly applying the Deep Semantic
Similarity Model [26]. In our experiment, two fully connected DNNs which contain two hidden
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layers with 300 nodes in each are applied to learn the feature vectors, and cosine similarity
calculations are conducted after the output layer vectors. The iterations number is 100 and the
learning rate is 0.02.

Topology-Based Method

(3) Node2vec [32] is a homogeneous network embedding method that extends Deep Walk [31] by
broadening the definition of network neighborhood and designing a biased random walk
strategy to explore more diverse node representations. In our experiment, the length of sampled
paths is 5, the size of embedding is 128, and the number of walkers is 10.

(4) Metapath2vec [33] is one of the state-of-the-art network embedding methods for HIN, which
uses meta-path-guided random walks to build heterogeneous neighborhoods for each node,
and then uses the Skip-Gram model to learn the node embeddings. We leverage the meta paths
AQTQA and AQA in this method and the dimension is set to 128.

Combined Method

(5) NeRank (Metapath2vec+LSTM) [21] is designed to jointly learn the representation of differ-
ent entities via the meta path-based heterogeneous network embedding strategy and a long
short-term memory(LSTM) model. A CNN-based scoring function is used to calculate the
ranking score. However, it does not consider the weight of different meta paths and only utilizes
the question content. We adopted the default experimental setting mentioned in [21] with a
meta-path length of 13, node coverage of 20, the window size of the Skip-gram model of 4,
and the dimension of learning embeddings set to 128 for fair competition.

(6) NW (Node2vec+Word2vec) [20] jointly considers the graph-based similarity and text-based
similarity to address the expert finding problem. According to the experiment result in [20],we
employ Node2Vecto map users to a vector space and compute the similarity between the
question’s asker and candidate experts to obtain the graph-based similarity score. The text-
based similarity was obtained by computing the similarity between the question content and
the candidate expert’s profile.

Among the above six baselines, LDA is the traditional algorithm that learns the question and user’s
representation based on bag-of-words contents and relies on manual feature engineering. In contrast,
QOR-DSSM is based on deep learning to automatically learn the feature vector for text without human
intervention or assistance. These two content-based methods focus on the representation learning
of question contents and user profile to construct a semantic feature space. While topology-based
methods focus on learning node embeddings by taking advantage of the network structural properties
rather than text semantic features. Specifically, Node2vec learns representations of questions and users
through a random walk strategy, while Metapath2vec generates walk sequences guided by predefined
meta-paths. In addition, we use two advanced combined methods to verify the effectiveness of our
model. NeRank is one of the competitive methods by integrating a meta-path-based skip-gram model
and an LSTM-based question content encoder. NW is proposed in 2021 by employing Node2Vec and
Word2vec to learn graph-based similarity and text-based similarity. Unlike the previous studies, our
proposed model ER-HCNE exploits the textual content of various types of nodes instead of only using
the content of the question node. Moreover, we use the Transformer based representation encoder and
attention mechanism to obtain contextual content-based embedding. In addition, we optimize meta-
path-based random walks through a two-layer attention mechanism-based model.

Experimental Settings Our proposed model ER-HCNE is implemented with PyTorch. The
embedding dimension d = 128. We set the learning rate to 0.0005 and the batch size to 512. The
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window size of the Skip-gram model is set to 5 and the size of the negative samples is set to 3. The
walks are generated from meta paths “AQA” and “AQTQA” with a default length of 12 and the number
of walks per node is set to 10. In the content-based embedding learning module, we use the English
uncased BERT-Base model released by Google [30], which has 12 layers and 768 hidden states. The
maximum length of question content and answerer content is set to 300 tokens. We labeled about
one-third of the nodes in each of the two different node types for training. The model parameters are
randomly initialized, and an Adam optimizer is employed for optimization. For the baseline methods,
we use the code provided by the authors.

5.4 Experimental Results and Analysis

In this section, we report the experimental results and analyses of the effectiveness and efficiency
of our proposed model. The three metrics mentioned before (MRR, P@K, and MAP) are applied to
evaluate the ranking performance.

A. Performance Comparison with Different Baseline Methods

Although the scales of the three datasets are different, the performance metrics show similar
trends. Therefore, we first take the average performance of the three datasets for overall analysis and
comparison in Table 3. From the results, we can make the following observations:

e Combined methods exhibit much better performance than topology-based methods or content-
based methods. This suggests that it is very effective to combine content analysis and structure
exploration for representation learning in CQA networks, which can greatly alleviate the
sparsity of structural or textual data by learning from different perspectives.

e Our proposed model ER-HCNE significantly and consistently outperforms all baselines in
our datasets on all metrics. For example, ER-HCNE outperforms the competitive methods
NeRank and NW by 12.8% and 13.7% on MAP, respectively. The main reason is that ER-
HCNE considers the personalized preferences of nodes on meta-paths and exploits the textual
content of both question and answerer nodes.

e Moreover, since there is only one best answerer per question, it is very challenging to rank
among thousands of candidates for our task. However, ER-HCNE can still achieve 34.3%
precision of the P@1 metric, which indicates that each test question will be answered if we
route it to the top 3 users on average, while NeRank and NW required at least 4 users.

e Although both are content-based methods, the performance of deep learning-based QR-DSSM
is far superior to traditional LDA methods, which shows that mining deep text semantics is very
important in content-based methods.

e Between the two combined methods, NeRank outperforms NW in most cases, but it is worth
noting that NW slightly outperforms NeRank on all metrics when the training data is small.
The main reason may be that walks in Node2vec are more flexible than Metapath2vec, and NW
combines structural and textual features to represent each node, while NeRank only encodes
the textual content of the question nodes. Therefore, NW can capture more comprehensive
information than NeRank when the amount of training data is small. However, as the number
of data increases, the advantages of meta-path-based HIN embedding methods prevail.

e The performances of Node2vec and QR-DSSM are both acceptable and very close. The best
values of the MAP metrics can reach 51.1% and 50.1%, respectively. This shows that the
modeling effect of using network topology information or textual content information is
effective.
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e As the training data increases, the performance of all methods improves. It shows that the
more nodes, edges, and content involved, the more comprehensive and specific the learning
of semantic correlations and structural relationships will be.

B. Analysis of Different Components in ER-HCNE

Fig. 3 illustrates the performance comparison between the variants of ER-HCNE and the start-
of-the-art baseline method, we can observe that:

e Our model still performs better than the baseline model, NeRank, without using the BERT
sequence encoder (ER-HCNE, ¢py) or attention mechanism (ER-HCNE-MP). This indicates
that incorporating the answerer’s content could enhance the representation and improve the
ranking performance.

e Compared with ER-HCNE, the performance of methods without topology-based embedding
(w/o structure) or content-based embedding (w/o content) drops sharply by 27.88% and 25.4%
on the P@5 metric, respectively. This indicates that our combined model is efficient and can
greatly improve the matching and ranking performance.
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Figure 3: Performance comparison between the variants of ER-HCNE and the best baseline method

C. Effectiveness of Topology-Based Embedding via Hievarchical Attentive Meta Path

In order to verify the effectiveness of the hierarchical attentive meta path mechanism, we compare
ER-HCNE with three of its variants: (i) ER-HCNE-MP: We learn the topology-based embeddings via
metapath2vec [39] without attention mechanism. (ii) ER-HCNE-DW: Instead of the meta-path-based
HIN embedding method, we adopt DeepWalk [31] model to learn the network embeddings. (iii) ER-
HCNE-Node2vec: Another node embedding model Node2vec [32] is employed to learn topology-based
embeddings.
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Fig. 4 shows the experimental results. We observe that ER-HCNE outperforms its three variants
on all metrics over the three datasets. In addition, ER-HCNE-MP performs slightly better than
the other two methods. Specifically, ER-HCNE-MP, ER-HCNE-Node2vec, and ER-HCNE-DW
decreased by 4.86%, 9.73%, and 10.01% in MAP metrics compared with ER-HCNE, respectively.
This is mainly due to the following reasons: First, CQA networks are heterogeneous, while DeepWalk
and Node2vec are designed for homogeneous networks with limited ability to explore complex
heterogeneous information and relationships contained in different nodes. Second, even without the
hierarchical attention mechanism, the meta path-based method ER-HCNE-MP can also leverage
the node type information and semantic information of different entities, thereby still performing
better than ER-HCNE-DW and ER-HCNE-Node2vec. Third, modeling the personalized preference
on both meta path and path instances by the hierarchical mechanism can help learn better network
embeddings of different entities in CQA and boost the ranking performance.

ER-HCNE-MP  «ER-HCNE-Node2vec ~®8ER-HCNE-DW  #ER-HCNE (a) ER-HCNE-MP & ER-HCNE-Node2vec ®ER-HCNE-DW  #ER-HCNE (b)
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Figure 4: Performance comparison of methods employing different topological embedding strategies

D. Effectiveness of Combining Node Content Embedding and Meta-aware Contextual Embedding

To verify the effectiveness of our choices of adopting BERT to encode each node’s textual content
and combing contextual node information on MPBC to obtain more meaningful node embeddings,
we design three variant models based on ER-HCNE as follows:

1. ER-HCNE_ ¢ry: We replaced the BERT encoder with an LSTM-based encoder, taking 300-
dimensional word embeddings by Glove as the input.

2. ER-HCNE\: We replaced BERT with another commonly used encoder, a CNN-based
encoder. We still take 300-dimensional word embeddings by Glove as the input.

3. ER-HCNE,,,: To demonstrate the effectiveness of combining meta context-aware embedding
into the node own content embedding, we only keep the individual textual information-based
embedding ¢ as the input content-based embedding for each node.
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The performance comparison between these three variants and ER-HCNE is shown in Table 4.
We can conclude that:

e ER-HCNE ¢y, still performs better than NW and NeRank even without using BERT encoder
by 10.1% and 9.24% on M AP evaluation metrics. This shows that the performance improvement
of our proposed model is not only due to the choice of the pre-trained sequence encoder BERT.
However, the use of BERT does enhance the representation of textual features.

e ER-HCNE significantly outperforms ER-HCNE,,, on all metrics in three different datasets.
Without combining the contextual node information learned on MPBC, ER-HCNE,,,, drops
10.07%, 7.97%, and 12.78% on p@5, MRR, and MAP metrics on average compared with ER-
HCNE, respectively. This indicates that in complex CQA networks, it is very necessary to collect
semantic information about adjacent nodes and learn textual relevance between nodes.

e We can also observe that ER-HCNE, ¢ry and ER-HCNE . exceed ER-HCNE,, in all metrics
but are slightly lower than ER-HCNE. This shows that different encoders do have an impact on
performance, but it’s not the most critical factor. Combining other node information learned
from meta-paths with the textual information of the nodes themselves is a key factor in
determining the representation performance.

Table 4: Performance comparison of different content encoding methods

Datasets Java Python C#

P@! P@5 MRR MAP P@l! P@5 MRR MAP P@l P@5 MRR MAP

ER-HCNE sy 0.326 0.635 0.570 0.674 0.341 0.692 0.585 0.699 0.327 0.666 0.573 0.695
ER-HCNEqw 0.317 0.608 0.547 0.644 0.326 0.656 0.567 0.648 0.325 0.643 0.556 0.649
ER-HCNE,,, 0.312 0.595 0.539 0.619 0.318 0.632 0.537 0.618 0.316 0.621 0.549 0.626
ER-HCNE 0.341 0.682 0.587 0.713 0.361 0.698 0.602 0.724 0.328 0.674 0.578 0.699

E. Parameter Study

In this section, we discuss three essential parameters in ER-HCNE, which are the size of
embedding dimensions, the size of the negative samples, and the balance weight y (in Section 4.4
Joint learning and ranking loss for the recommendation). We vary the size of embedding dimensions
from 16 to 256. Fig. 5a shows the MAP scores of ER-HCNE over different datasets with different
embedding sizes. When the size of the dimension increases, the performance improves and peaks at
128. After that, even though the embedding dimension continued to increase, the performance trend
stabilized without much improvement. Therefore, we choose the embedding dimension d = 128 in our
experiments.

Fig. 5b shows the trends of the metric MRR with the negative sample size varying from 1 to 10 on
the three datasets. We can see that all three metrics increase rapidly when the negative sample size goes
from 1 to 3, the reason should be that our model needs enough negative samples to identify correct
answerers. When the number of negative samples increased to more than 3, the growth of all metrics
became very slow. Therefore, to reduce the cost of training and maintain high performance, we take
the value of the negative sample as 3.

The effect of the balance weight y is shown in Fig. 5c. The performance of ER-HCNE initially
increases gradually with increasing y but starts to decrease when y exceeds 0.6. Note that if y = 0,
only textual content information is considered, and when y grows to 1, our model degenerates to a
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topology-based method. Furthermore, we can observe that the performance drops sharply when y
increases from 0.9 to 1.0, which indicates the importance of textual content information.
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Figure 5: Parameter study

6 Conclusion

CQA websites have got rapid development and the expert recommendation task has attracted
considerable attention in recent years. In this paper, we approach the expert recommendation problem
from the perspective of learning ranking metric embeddings by exploring various heterogeneous
information and exploiting the relative quality ranking of users in question sessions. The key to our
proposed model ER-HCNE is that we jointly consider the node proximity relations as well as the
textual content correlation between meta-path-based adjacent nodes to learn more comprehensive
representation in heterogeneous social networks. We conduct extensive experiments on Stack Overflow
datasets and compare the results with several state-of-the-art models. The evaluation results of
different metrics show that our proposed framework may help improve the efficiency of question-
solving and bring higher satisfaction and experience to users in CQA. The improvement in the
efficiency of the proposed work is due to the feature extraction from the text based on the text
vector. In future work, we hope to improve the quality of node embeddings by introducing more QA
features or non-QA features, and we would like to explore more efficient ways to mine connections
and relationships between various entities in CQA heterogeneous information networks.
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